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Abstract

The major challenge in constructing an Arabic ontology is that it needs many resources,
manual work, and semi-manual techniques that require creating a sophisticated tool to ease the
process. Such tool should provide the technique and ability to link and benefit from other
existing linguistic resources. This tool will be used to link between concepts from different

multilingual resources, based on a concept matching function.

The matching function is an algorithm that was developed In Birzeit University, by
undergraduate students. It maps Arabic concepts in the Arabic Ontology with their equivalent
concepts in the English WordNet. The existing function carries a certain level of tolerance,
but suffers from some limitations in the matching process as it uses fixed parameters. These
parameters are categorized into two main categories of weighing parameters that include;
Keyword, Super Type, Sub-type, and Synonyms as its main parts. The second category is the

expansion levels of processed data by this function.

This thesis introduces a novel approach to enhance the matching function, by increasing the
accuracy of matching operation, minimizing the resulted errors, and increasing the
performance of the algorithm. The presented solution utilizes machine-learning approach to
configure and tune the mentioned parameters. The followed methodology resulted in an
enhancement on the matching operation, where the overall accuracy for the top 15 matched
concepts in the enhanced matching function represented in 55% compared to 41% achieved by

old version of the matching function, showing a 14% of improvement.



Al

cs o3l Jaall 5 el sall (e SESH  Lgtinla (8 (aSs A al) s gl glad¥) ey (B s pl) (gaal)
A Lga 58 Al il I Aalad) 5,0 Uis (ed A je L glshail I daasll 401 40l (3,0
Al el o) g Al Jolall oda Jiay cdaleall 038 Jagasi 5 Jasaiil 3 glaia <l glal G3la
A al) s 1ol 5 palaall oda cp dagy A1 b g o 685 (15 58 siall A gall) o) sall (ha BaliinYy)
O rall 8 el Tase o Cllll Gaca asliall Calis o day 5 GIAT a230 C gus 310V 02

A sadll aalaall

SO (e e sann U8 e iy T (o Lyt ol () sl Wil 55 il 51391
aalia (e Lelabay Lo e A yall L sl shai¥) (o pall paaliall Jay ) fase o s n gy SIS
Sl (e ke iy Aae s a0l 038 a5 Cim WordNet, by sacli 3 & sy 3al)
(e e gana Lgaladinl (8 Aol sl Leia (lad Al Claaad) (e g day pdl dlae 8 J sl
Jass Al y 3591 i Lt £yt (e gamat] i lelaal 038 aniii Cua A3l 5 Lalaal
) de ganall | e s A83le 5 A8 pall 5 e o A gall) BNl e ST aad S ) 5 5Y)

a3 Al Al g it 25 ) ) B s oS5 2 ) il Ja

Alee 4833005 A (e Al jabiadl G Japll dlee 3o d2il lajas Lagie dllu )l 228 0
el Aa (e JalEN ) L) Al ol e g oy galll jobiaall ana asaliall G ddiadl) g oy I
a5t W VI alaill grgd Mo il Jall o gty Ayl dl) elal sy g Jay ) dilee (e dailil)
A8y jate 8 Gaead o Ulias dngiall oda gLl Aoy o SA ALl O lelaall Jana 5 alacilly
4l Ao s Leal) Llia g Al dail) ) G 0548 15 (o) Jlae (8 48] 5l Adlaal) milial)
Jana (10 %41 Aaail) Jay 0 A0 e Al Aagmilly 45 jlie %55 — a8 Al 1l o3¢y 45 il

U Jase (0 %14 Dlaiey Luad JSUIS Al 5 cdajaaall cilayUail)



Table of Contents

AADSTIACT..... bbb et b e n s I
R PSPPSR OP PR TPROP I
Chapter 1 INtrOAUCTION ..ot bbb 1
1.1 SCOPE AN MOTIVATION.......eiiiiiiiiieieie ettt bt 1
1.2 Problem STALEMENT...........oiiiiiie et 3
1.3 Summary of CONIIDULION ......ocviiiecece e 4
1.4 Summary and structural QUEIINE ..o 6
Chapter 2 : Background and Related WOrK.............ccoiieiiiiiicie e 8
2.1 Background Of the WOTANET..........cviiiiiieeeee e 8
2.2 Short OVerview 0f ONEOIOQY........ciiiiiiiiiiieie e 12
2.3 The Arabic WordNet, and the Arabic ONntology ..........cccovviiriiiiiieiciese e 13
2.4 CONCEPL MALCHING .......oiiieiiiie ittt ste e re e aeennenreas 17
2.5 Machine Learning and Ontology MatChing..........c.cccoeiiiiiiiiic i 20
Chapter 3 : Introducing Machine Learning to the Matching FUNCtion.............ccocoovvinininnennn, 24
3.1 lllustrating the Matching Function by a Running Example.........ccccooiiiiniiiiicnenn. 24
3.1.1 The Input and the Output of the Matching ProCess..........ccevvviveveiieneencsie e 25
3.1.2 Preparation and Translation PRASE ..........c.covuieiiieiiiiiie i 26
3.1.3 Defining the SEArch SPaCE ........c.cccviiiiiie e 27

3.1.4 DefiniNg the QUETY .......oouiiiiiiecie ettt sttt e e enes 28



3.1.5 The MAtCNING PrOCESS ......ceiuieiieieieiesie ettt 30
3.1.6 Centrality CalCUIALION .......c.couiiieiieie e e 31
3.L.7 T LLBAIME ..tttk ettt anis 33

3.2 SEUCKUIAL DESIGN ...ttt et e e e be e e e saeesteeneesteenteaneenres 37
3.2.1 COre COMPONENT ....eiiiiiieiiieeeiie ettt sb e sa e e sbb e e nbb e e s bb e e e beeesnsneeanes 37
BL2.2 TRE LBAIMET ..ottt bbbttt bbbt 45

3.3 AIGOrithm COmMPIEXITY .....eeueeieieic e 52
3.3.1 The complexity of core COMPONENL............coviieiieiiiiece e 52
3.3.2 The complexity of the 1arner ............ccoveii e e 54
Chapter 4 EVAlUBLION .........coviiiiiiccie ettt et be e e sne e sre e enes 56
o A [ oo (3 Tox (o] ISP PR PSPPI 56
A2 DALA SBL......eeeeeeeeete ettt 56
4.3 EVAIUALION SELUPD ....c.vitiiieiiieiieie ettt bbbttt bbbt 58
4.4 EVAlUALION RESUILS ... 60
4.5 DISCUSSION OF RESUILS ...ttt 63
Chapter 5 Conclusions and Recommendations for Future Work ............cccevvevieiieiiicsine e, 66
5.1 CONCIUSIONS ..ottt bbbt b ettt b ettt s e nnas 66
5.2 Recommendations fOr FULUIE WOIK...........cceiiiiiiiiie e 67
RETEIEICES ... r et b et r e r e n s 68

F N o] 0T 010 LTRSS 73



Appendix | Gloss construction instructions

Appendix Il Training data sample ..............



\4

List of Tables

Table 3-1Learning itemM SAMPIE........ccviiie e e e 34
Table 3-2 Gloss (G) matching operation hit against matched gloss (M)........c.cccccvevviieivennenne. 34
Table 3-3 Neural network results of processing the example results...........cccccceevveveiiievvennene. 36
Table 4-1 Cross validation dataset distribULION ............cccooeiiiiiiiiiece e 59
Table 4-2 Initial Matching Function configured variables.............cccccoviiieiiiccecce e 59
Table 4-3 3-Cross validation acCuracy COMPAIISON .........ccoererireeierienrenie e 61
Table 4-4 Expansion variables change between evaluation runs..............ccccceeeveveeieieveennene 63

Table 4-5 Accuracy comparison between with learning matching function and non-neural

MALCHING TUNCLION ...ttt re e ae e e nre s 63



VIl

List of Figures

Figure 2.1 WOrdNet SITUCTUIE [8] ...ccveeveiieie ettt 9
Figure 2.2 English WordNet relation database illustration ...............ccceeevvieiiiie i, 11
Figure 2.3 Arabic ontology StrUCLUIE [5] ...cvvieeieeieiie it 16
Figure 2.4 Concept matching iHUSEratioNn ...........cccciiiiiiiic e 17
Figure 3.1 Matching function input and QUEPUL...........ccceeviiieiieie e 25
Figure 3.2 Search SPACe OVEIVIEW .........ccvcuiiieiieeieseeste e st e ste e sraeste e e reesaeeaesneesreeneesneenreens 28
Figure 3.3 Illustration of query Q aS @n arTaY.........ccccueiverieiiieieeriesee e esee e e sre e sre e, 29
Figure 3.4 Structured illustration of the qUEry Q.......ccccveiiiieii e, 30
Figure 3.5 Snapshot of running Q against S CONCEPLS........ccvevveieiieie e, 30
Figure 3.6 Illustration of centrality calculation [8].........cccccceiiiiiiiiiiiieie e, 32
Figure 3.7 Search space(S) results after running the centrality..........c.ccccooevviiciicincccciene, 33
Figure 3.8 Matched gloss level (Dase SYNSEL) .......cceieeiieiieiieceee e 35
Figure 3.9 Sample neural network iNput MatriXeS.........cocoveiieiieieiieie e, 36
Figure 3.10 Query block graphical repreSentation .............cccevvveieiieiieie s 40
Figure 3.11 Calculating concept matching hits with Query elements algorithm ...................... 42
Figure 3.12 Illustration of eigenvector matrix based on a search space elements..................... 44
Figure 3.13 Ranked Search Space centrality calculation algorithm..............ccccccovveviiiiicine, 45
Figure 3.14 Compute Search Space Adjacency Matrix Algorithm ............cccooviiiieiii i, 45
Figure 3.15 Search Space Item Iteration algorithm...........cccoeiiieiii i 48
Figure 3.16 Learner neural NEtWOIK SEIUCLUIE ..........ccoviiiiieiie e 51
Figure 3.17 Learning operation algorithm.............cccooiiiiiiiiic e 51

Figure 4.1 Training data Set SNAPSNOL.........c.coiiiiiie i 57


file:///C:/Users/CodeMix/Desktop/1-%20Mohammed%20Melhem%20Final%20Thesis%2022-01-2013-16-58.docx%23_Toc346727441
file:///C:/Users/CodeMix/Desktop/1-%20Mohammed%20Melhem%20Final%20Thesis%2022-01-2013-16-58.docx%23_Toc346727442
file:///C:/Users/CodeMix/Desktop/1-%20Mohammed%20Melhem%20Final%20Thesis%2022-01-2013-16-58.docx%23_Toc346727443
file:///C:/Users/CodeMix/Desktop/1-%20Mohammed%20Melhem%20Final%20Thesis%2022-01-2013-16-58.docx%23_Toc346727444
file:///C:/Users/CodeMix/Desktop/1-%20Mohammed%20Melhem%20Final%20Thesis%2022-01-2013-16-58.docx%23_Toc346727451
file:///C:/Users/CodeMix/Desktop/1-%20Mohammed%20Melhem%20Final%20Thesis%2022-01-2013-16-58.docx%23_Toc346727453
file:///C:/Users/CodeMix/Desktop/1-%20Mohammed%20Melhem%20Final%20Thesis%2022-01-2013-16-58.docx%23_Toc346727457

VI

Figure 4.2 Average weight tendency change between validation runs ...........cccccocevvveveiiennnn, 62



List of Appendixes
Appendix | Gloss construction instructions

Appendix Il Training data sample..............



Chapter 1 : Introduction

The main goal of this thesis is to develop a smart tool for concept matching to help
build the Arabic Ontology. Section 1.1 introduces the scope of work and the
motivation of the thesis. Section 1.2 presents the problem of this thesis and the
research objectives, and section 1.3 summarizes the main contributions. The last

section 1.4 of this chapter provides an overview of thesis structure and outline.

1.1 Scope and motivation

In the early stages of the internet, it was essential to develop a standard to share
content and to create communication channels. Now with emerged technologies these
communication channels are not enough for applications to interoperate between each
other without having a predefined common understanding. Ontologies play a role in
solving this problem by allowing a common understanding, where it provides
possibility of knowledge sharing, reuse, interoperability, data integration, data

retrieval, and search [1] [2].

Despite that, the majority of ontologies are application ontologies; which focus on a
specific field of work or application’s domain, a trend appeared toward building
linguistic ontologies[3], mainly after the success of Princeton University WordNet

project [3]. WordNet project is considered as a comprehensive linguistic ontology of



English language. WordNet resembles a thesaurus combined with a dictionary, giving
a more intuitively usable resource that also supports automatic text analysis and
Artificial Intelligence applications [3] [4]. Some of WordNet applications are word
sense disambiguation, information retrieval, and automatic text classification. The
success of WordNet yielded a motivation in the direction of similar linguistic projects
(i.e. Euro WordNet), while there were few efforts toward building a comprehensive

Arabic WordNet or Arabic ontology.

An initiative was established at Birziet University on 2010 to build an Arabic
Ontology[6], the project’s goal is to build a lexical Arabic resource that consists of a
tree of concepts for all Arabic terms, with the semantic relations between these
concepts, such relations are subtype of, part of, among others. Such project is
considered as a big contribution for Arabic research field, as it provides a common

understanding and lexical resource that leverage Arabic component in the IT field[1].

The process of constructing the Arabic Ontology involves a novel approach that is
summarized into three major parts. Starting with constructing the top level Arabic
concepts, which presents the core of the ontology project, the second part of the
project involves a data collection and processing from the available Arabic lexical
resources, where collected data are reformulated and reengineered to ensure it focus
on the essential details of the concept without other, and not accidental details. [5]

The third step presents a semi-automatic function that map between Arabic concepts



and its equivalent concepts in the WordNet using a concept-matching algorithm. This

algorithm aims to hold several benefits to the Arabic Ontology project.

1.2 Problem statement

The main goal of this thesis is speeding up the process of building the Arabic
Ontology, by providing smart and automated solutions, particularly in the mapping
between Arabic concepts and other linguistic resources especially the English
WordNet. As stated earlier, there exists a matching algorithm that maps between a set
of given Arabic concepts and an existing concept in the English WordNet. The first
version of this function was built by Mustafa Jarrar and three undergraduate students
see [6]. In this research, we aim to reengineer and enhance the accuracy of this

matching algorithm®.

The first version of the matching function takes an Arabic concept (A concept here is
described as a gloss which is an informal description of the meaning) and maps it to
the English WordNet; however this function was not evaluated, and has low accuracy

[7]. Moreover, its mapping operation was slow. The goal of this thesis is to

! By mapping a given set of Arabic concepts into the English tree, we can derive the subtype relations
(the links) between these concepts. For example, if we have concepts A and B in the Arabic ontology,
and concepts X, and Y from the WordNet, where there is a subtype relation between X and Y.
Mapping between the Arabic concept A and the English concept X, and mapping between concepts B
and Y, subsumes that there is a subtype relation between concepts A and B. Such mapping will help
finding and defining the subtype relations between a given set of Arabic concepts.



reengineer and enhance the performance of this function and its internal configurable

variables.

The Goal is to develop a self-learning algorithm; by enabling it to learn from its

successful matching during its execution, as well as doing other improvements.

1.3 Summary of contribution

The main contribution of this thesis is to reengineer and enhance the existing
matching function. We summarize the main contribution of this thesis of enhancing,

rebuilding and redesigning the original matching function.

1. Reengineering the code: Since the existing matching function was designed in
a poor and naive way, a reengineering and redesign of this tool is very
important, especially that the new design removes the hardcoded parameters,
and separates it out into an external configuration file, aiming to ease the
process of controlling and tuning these parameter values dynamically. Such
parameters include ranking variables and their weights; such as synonyms,
super-type, etc., in addition to the expansion variables that are used to

construct processed data by the matching function.



2. Build a learning component: The learning component enables the matching
algorithm to learn from its successful mapping, by changing and tuning values
of the internal parameters during the matching process. The learning
technique uses neural networks, and a statistical approach. The neural network
mainly uses two activation functions; sigmoid activation, and hyperbolic
tangent activation function. Both functions are utilitarian for training data that
produce positive numbers between zero and one, which present a percentage

of each parameter processed by the neural network.

The statistical approach trying to observe a pattern in the successfully
matched concepts, and to what extent the expansion variables must be

expanded or do we need these variables into the matching operation.

3. Evaluation and building a training dataset: to validate our enhancement to the
matching function, we designed an experiment based on a training set that
consists of thousands of tested and manually mapped concepts. The goal of
this experiment is to observe the learning capabilities of our algorithm, and

how the learning affects the accuracy of the matching function.

2 mathematical functions used to scale numbers to a specific range



Our results showed that we were able to improve the overall accuracy of the
algorithm approximated by a 14%, where 8% improvement was on the top 1 although
this may not be seen as huge improvement but the consequence of this improvement

on the ontology construction is very important.

1.4 Summary and structural outline

The contribution of this thesis is structured into four chapters that present and

highlight our work as follows.

Chapter Il Background and related work; we discuss related approach to our
research. First we give an overview about WordNet. Next we preset the current state
of the Arabic Ontology and the tools used to build it. In addition, we present related
work to the matching function made in Birzeit University and other techniques used
by various research groups such Euro WordNet, Russian WordNet, and Arabic
WordNet project. The last section of this chapter introduces artificial intelligence

topics that were utilized in the matching process by other researchers in similar fields.

Chapter Il the matching function; Introduces machine learning to the matching
function; this chapter introduces a new, revised and improved matching algorithm.
First we present a detailed description of the components of the matching algorithm

with its new reengineered design, and then we present the learner component, which



is the main contribution of this thesis. And last not least we discuss matching function

complexity.

Chapter 1V Evaluation and training; here we present how we evaluated our work, by
mainly presenting the learning Data Set, and show how the learning process affected

the accuracy and the performance of the matching function.

Chapter V Conclusions and future work; summarizes the main ideas of this thesis,

and presents possible paths for future work.

Appendices:
Appendix 1: lists the steps required to construct a strong lexical gloss.

Appendix 2: lists the training set utilized in the research experiment



Chapter 2 : Background and Related work

This chapter gives the necessary background about some important related topics to
this research, it also overviews related research and technologies to Ontology
matching function. Introducing the English WordNet basics and introducing its
different usage, next we presents the Arabic ontology project, which is being
developed at Birzeit University and gives a background about the design of this
ontology and its current state, in addition to the tools and methodologies used to build
it. Afterwards we go through the related work and researches, revealing how our
contribution is different from existing practice. Finally we give a background about
artificial intelligence techniques and neural networks computational algorithms

namely Sigmoid, and Hyperbolic Tangent activation functions.

2.1 Background of the WordNet

The WordNet is a lexical database for the most common words in English language.
It groups English words into synonyms where each group of synonyms is called a
synset; a synset is like a concept (i.e. meaning), and is given a synset ID (a unique
identifier for each group of synonyms). Also there is a semantic relation between
each synset, where the most important relation is a hyponymy (which is the subtype

and super type relations between synset) [3].



Figure 2.1 presents an approximate representation of the English WordNet as a
network of grouped English words under a shared concept in a rounded rectangle, as
we can see in the figure, some words are duplicated under different synsets (e.g.
Table) which means it is a polysemous term i.e. a term that has multiple concepts
(Concepts in WordNet identify the contexts of word usage). In addition, the figure
presents relations between synsets, where we have two types of relations; the one
presented in the green line symbolizes the hyponym relation between synsets (called

also is-a), and Meronymy relation (known as part-of).

{Container} Eurni Bi 7 £ furni s A \
Any object that can { urnllur_e, iece of urniture {Stream} {Arrangement}
be used __ , Article of furniture} A natural body of

An orderly grouping

running water... (of things. or -

Fumnishings that make a room....

{Drawer} {Bureau, Dresser, {Table) (River) {Array} {Categ_o rization,
&~ Chest of D Alarge natural Classification}
A boxlike container | # est of Drawers,} A piece of furniture stream of ... An orderty arangement |, oroup of people or things
ina.. 4 Furniture with drawers for having a smooth ... arranged...
s
keeping clothes
/ ping / :
{shglﬂ {Desk} {Nile} {Table, Tabular Array} {Matrix}
A piece of fumiture with WECLIEE Aset of dala arranged in rows [ A rectangular array
{Support} [Easthi jork table! fe\ctauh?ndary"iCOnlents {Periodic Table}l
IA table designed. .. abular arra a tabular arrangement
Anv Aevira that Atable (in a restaurant or 9 of the davs.. Tnklnhﬁr!nnh-.ni-n'n of the chemiral elem

Figure 2.1 WordNet structure [8]

Hyponymy is transitive and asymmetric, and it forms a hierarchical semantic
structure that inherits all the features of the more generic concept and adds at least
one feature that distinguishes it from its super type. For example the word “Array” is

defined as “an orderly arrangement” which is a super type of “Matrix” that is
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distinguished from it by adding the rectangular feature. Meanings or concepts are
organized into lexical units in the WordNet database, where words don not only
represent single item but also include compounds, collections, idiomatic phrases, and

phrase verbs acting as conceptual information to represent the meaning [9].

Next, we see illustration samples of WordNet relations; starting with antonym, which
is a lexical relation between word-forms, not a semantic relation between meanings,
e.g. ascending vs. descending. Hyponymy and hypernymy, which are also known as
subtype and super type, represent relations between concepts. Meronymy described
as a part of relation e.g. bone is a part of a skeleton. WordNet follows semantic
networks principles where synsets represent lexicalized concepts and links represent

conceptual relations [10].

To understand how English WordNet stores its data; figure 2.2 display the relational
database model of the WorldNet database [11] that we transformed into MS SQL
database diagram. The main tables of this model are Synsets, Words, Senses and
relations. The synset table contains the synset 1D, and the concept (Named glossary in
the synset table). Words table contains all the English word forms (terms), which are
linked to the synset table through Senses table to reflect the full structure of Synset.
The last important table in this database is the relations table that includes both type

of relations on word level, and synsets levels as described earlier.
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The structure of the WordNet reflects both type of relations through relations table,

which include word to word relations as described before and synsets semantic

relations.
Synsets
T Synsetld
O | Categoryld SenseSentenceAs:
€= Posld Senseld
Relations Glossary —
SourceWordld
SourceSynsetld , -
TangetWordld : :. ;
TangetSynsstld g 4
9 Relztionld o= PartsOfSpeech
e g ; Sentences
::’:;I:tbn categor"&; y E::]eme-c
; ¥ CategonyId )
e Name IsFrame
ﬁ Posld WordMetld
—¢ RelationTypes Exceptions
7 RelationTypeld WordId oS
Name Exception Wordtd
Symbol Posld Synsetid
Reflec F  Senseld
SenszMumber
TagCount
Marker
[Index]
—(l.? j
Words
e — Lemma

o | ® Wordld

WordCount

Figure 2.2 English WordNet relation database illustration

The structure and type of contents of the English WordNet made it an important
resource for a wide range of applications in the Natural Language field, same as in

automatic developing of lexical dictionaries. Moreover, WordNet plays a major role
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in constructing other global WordNet databases or linguistic ontologies as in the

Arabic Ontology project [7].

2.2 Short Overview of Ontology

The term Ontology is derived from the Greek word “onto” that presents a field of
studying the analytical and philosophical nature of existence, or reality [2]. It was
adopted and utilized in computer science after the spread of internet usage, and the
increased need for data sharing in different fields e.g. e-commerce, e-governments,
etc. Data sharing raised a need for system data integration to enable sharing parties to
inter-communicate and perform different operations [12]; for example in the health
field, health centers need to exchange patients’ medical profile over the internet, in a

meaningful way using health ontology.

Data interoperability is not limited to technical issues only i.e. speed and security; it
should also tackle the common understanding of transferred data, its structure, and
the most crucial part; the data semantics. For instance, a health center looks into
patients’ medical files with a general view while other medical centers may require
detailed medical files based on the provided services. To solve such ambiguity,
researchers suggested utilizing the Ontology as a reference of common understanding
of data meaning [2]. Ontology helps understanding the exchanged data; since

ontology is used by computerized systems — not by humans — it must be represented
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in a way that systems can interoperate and process [12]. In other words, Ontology
should be presented in a formal way using logic; allowing computerized systems to
extract and conclude the meaning in an automated manner from the logical

expression.

Most of existing ontologies are typically application ontologies, that focus on
particular domains, however there is a recent interest in developing linguistic
ontologies like (WordNet) for variety of tasks, including conceptual indexing, word
sense disambiguation and cross-language information retrieval [13]. Application
ontology is intended to represent the semantic of a certain domain or application [14].
For example, in the Palestinian e-government ontology each word convey one
concept, represents application knowledge and data structure, and is used only by a
certain type of applications [15]. While Linguistic Ontology is intended to represent
the semantic of all words of human language, in an application independent way, and
in more comprehensive view, but also focus on identifying and distinguishing

multiple meaning of each word [16].

2.3 The Arabic WordNet, and the Arabic Ontology

English WordNet can be seen as a linguistic Ontology [3], there are also WordNet for
other languages that follow the same steps as the English WordNet (i.e. French,

German, Italian, Hebrew ...).
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There was a small effort in this direction to build an Arabic WordNet, which was a
project supported and funded by the American Central Intelligence Agency (CIA)
[17]. The research team in this project managed only to come up with six thousands
concepts only and based on translating the English WordNet entries [13]. The used
translation model cannot provide effectiveness, because conceptualization represents
line of thoughts in different cultures, which cannot be matched literally between
languages. For example, in Arabic language some concepts linked to regional bases

b

such as “ss=as”, or to unique cultural content such as word “4.” that fall between

“Yogourt” and “cheese”. This project was terminated without success.

Sina institute in Birzeit University started a long term project in 2010 to build an
Arabic Ontology using different methodologies and techniques that bypass other

projects’ flaws, these methodologies are summarized below:

1. Constructing the top levels of the Arabic ontology “by identifying the top-
level concepts”, which form the core of the Arabic Ontology. This step is
being done in close cooperation with department of philosophy as it require
deep and analytical understanding of the top level, and most abstract concepts

in the Arabic language.

2. The second step in the Arabic Ontology project involves mining and

extrapolating Arabic concepts from available resources (around 30 thousand
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concepts) dictionaries, thesaurus or any other type of linguistic resource.
Following, the collected data is reformulated and restructuring into definitions

that ensure focusing on the essential and distinctive qualities of the entities

[5].

3. Third step involves developing an advanced algorithm to map between Arabic
concepts and its equivalent concepts in the English WordNet, which allow
inheriting semantic relations from the English WordNet and to ease the

process of enrichment of the Arabic Ontology.

It should be noted that the Arabic Ontology is built as an ontology not as WordNet,
however used as a WordNet but for Arabic. Arabic ontology is differentiated from the
WordNet by using formal logic within it, which helps to construct a good
formalization and philosophical foundation. In addition, Arabic ontology follows

strict rules in gloss formalization.
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Figure 2.3 Arabic ontology structure [5]
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Figure 2.3 shows an example of the Arabic Ontology structure. The sample word (L)

has three different meanings (Glosses) associated with a unique identifier, looking at

identifier number (11); this meaning is considered a sub-type of concept (7), noting

that the relations here are between concepts not the words; thus such relations does

not apply to other word meaning.

From the above figure we can observe other types of relations such as instance of ( &

o= 3x=), Which represents an instance of specific concept such as concept number (9).

This figure is an illustrative example only, the Arabic ontology is supposed to include

all concepts of each Arabic language. The results are a tree/graph of all meaning in

the Arabic language.
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2.4 Concept Matching

The matching function represents a concept-matching algorithm that links between
different concepts based on analyses of the similarity between their meanings. The
matching process could be between different lexical linguistic resources (Arabic
Ontology and English WordNet) or within the same linguistic resource i.e. natural
langue processing to find similarity between two English sentences. As shown in

figure 2.4,

Source | Source 11

Figure 2.4 Concept matching illustration

The matching operation involves mapping different resources to each other — mainly
English WordNet and targeted language ontology. In the process of constructing
linguistic ontologies, different mechanisms and algorithms were developed form
simple ideas like those that map based on the translated terms, or by finding the

similarity between translated concepts and WordNet concepts.
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To illustrate the concept-matching let us consider that we have Arabic concepts A
identified by a term: Js»> and gloss: sxels Cisiia (1o 48 cilily Casiias, In addition, we
have an entity C from an English resource, which is identified by a term: Table and
gloss: a set of data arranged in rows and columns. The matching operation can be

divided into different types as described in following researches.

The Russian WordNet is sample on a mapping done utilizing a bilingual dictionary.
Where the research group assumes that each term in one language must hold the same
conceptualization in another language [18], this mechanics done by performing
mapping between A and C based on translated terms excluding their concepts.
However this approach is proven as improper as explained earlier under Arabic
WordNet project. Hence another approach was developed to overcome the failure of
previous technique, by finding concepts similarity based on the concept meaning
similarity by performing an analysis on concepts of A and C and identifying how
close are the meaning of two concepts. Using a statistical approach to find percentage
of similarity between matched concepts is based on the number of similar words

between matched concepts.

A combination between previous techniques was introduced under the matching

function, which is used in the Arabic Ontology project, this function was developed
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by [6]. This function uses a bilingual dictionary to construct the search space®, to

initialize an optimized lookup space from the WordNet.

The other technique used within the matching function is finding concept similarity
between concepts inside the search space and Arabic concepts. This techniques uses a
list of predefined variables with given fixed weights to calculate the similarity
between the matched elements based on the number of similar word-hits during the
process. A hit represent a similar word found between matched concepts words, and
overall value calculated by multiplying number of matched words with its
corresponding predefined variables i.e. synonym or hyponym. In addition, a search
engine technique [19] used to enhance achieved matching by approximating the
closest match from the processed search space tree or a graph. This technique relies

on centrality calculation [12].

Since the previous approaches were built using a fixed weight and fixed values,
which does not offer a fair weight distribution between matching equation
parameters. Moreover, it opens doors to find new mechanisms to improve the
matching results based on fair weight distribution between the Matching Function

variables.

3Set of concepts from the WordNet
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2.5 Machine Learning and Ontology Matching

Artificial Intelligence (Al) is defined as the study and design of intelligent agents
[20], where an intelligent agent is a system that perceives its environment and takes
actions that maximizes its chances of success [21]. Al research is a specialized
technical field, divided into subfields that are often linked to each other [22]. Main
topics of Al include reasoning, knowledge, planning, learning, communication,

perception and object manipulation and others.

This research uses machine learning techniques that are considered central to Al
research. One of the methods we use is concerned with the design and development
of algorithms that allow computers to learn from their behavior based on empirical
data. Learning can take advantage of data to capture characteristics of intersect of
their underlying probability [21]. The main focus of machine learning is to
automatically learn to recognize complex patterns and make intelligent decisions
based on data; the problem lies in the fact that the set of all possible behaviors given

all possible inputs is too large to be covered by the set of training data.

Considering the challenge in ontology matching problem, several solutions
introduced, which apply machine learning techniques to create a semantic mappings
[23]. These algorithms can be categorized into two dimensions schema-based, and

instance based matching [24]. Where the first type covers different concept features
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and relations in the ontology in addition, uses some similarity measures. The second
diminution compares concept instances within ontologies to find the similarity align

them.

Several algorithms used different neural models, some based on unsupervised neural
model like in [25], and their approach stands on classifying the ontology structure of
matched ontologies against each other taxonomic structure. This type of neural
networks used to find corresponds among matched ontologies attribute via
categorization, and classification, such model cannot be applied in our work here
since we assume the Arabic ontology taxonomy structure is not ready yet. That is, we
assume only the Arabic concepts are only represented with a term and gloss (a
sentence written in natural language to describe the concept), unlike others’ work that

are based on graph of concepts.

Other ontology matching algorithms addressed supervised learning techniques, using
different approaches to match between ontologies. Some of these researches used
neural network based approach such as in [26], this approach consists from two
phases the first phase takes an ontology-mapped pair to identify measurement metrics
under different categories. Using a feed forward network and identified metrics the

algorithm defines a combined metric to be used under each category.
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Another concept matching techniques presented a framework for concept similarity
measures, which uses a Support Vector Machines (SVM) [27] to perform the
mapping. Using four types of similarity measures word similarity*, word list
similarity®, concept hierarchy similarity that represent the path from the root of the
ontology to the concept, and structure similarity between the ontologies [28], based

on the provided similarity parameters SVM decides whether concepts can be mapped.

Comparing available ontology machine based matching we observe, that most of
them targeting application ontologies, or two different ontologies with known
structure from both sides. Since the Arabic ontology does not have a defined structure
(to the date of this research) none of these approaches can be used in our work, thus
we are going into a different approach using supervised machine learning. Our
assumption, that the concepts in the Arabic ontology are not connected (i.e., not a
graph) brings more value and complexity to our research. By this, our approaches can

be used to find similarity (and thus detect redundancies) within same ontology.

In our research we are looking for weight variables that are continuous, this lead to
use a regression function using a neural network to analyze the data and recognize
patterns under regression analysis. This analysis is a statistical technique for

estimating, and finding the relation between a dependent variable and independent

* Word formation prefix, suffix, edit distance
® Multipart words like ‘monitoring_system’ usually used as concept label. [4]
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variables. More specifically, it helps to identify and understand the typical values

change of variable when other values are varied.

This statistical approaches and supervised learning mechanisms object to improve the
control of matching function variables and final results as it will be explained further

in the next chapters.

Comparing different approaches to design a neural network for example SVM, which
is a supervised model that analyze data and recognize patterns by taking an input and
predicts the output, making it a non-probabilistic binary linear classifier [27]. We
decided to use a back propagation neural, which is a multilayered network and work
by approximation non-linear relation between input and output by adjusting the
internal weights, and such network suit our purpose in the current research to predict

the best weight variables should be used in the matching operation.
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Chapter 3 : Introducing Machine Learning to the Matching
Function

This chapter describes the matching function components, starting with an illustration
example to explain how the matching operation is achieved. In the illustration part we
will go through all parts of matching function and learner component, starting with a
description of the input, processing, and presenting the final results. In the second
section of this chapter we go through a detailed structure description and matching
function component formalization from design perspectives. The last section

describes matching function complexity.

3.1 lllustrating the Matching Function by a Running Example

In this section we present the matching function using a running example. The details
of the matching function will not be displayed in formal rather in an illustrative

manner.
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3.1.1 The Input and the Output of the Matching Process

T: Arabic Term | G: Gloss |

- Ranked English

Matching | | Glosses

Function -

Best match first

(a) Input (b) Output

Figure 3.1 Matching function input and output

The input of the algorithm consist of two parts; a gloss in Arabic gloss G with a term
T as shown in figure 3.1 (a), such input is typically taken from Arabic dictionaries
and written by humans for example G ““ Cuas i agiv Ly 58 ol ) 5 Lo U s ) i€ (o] il
ced Jsdi 98 dalel/s” and T is “wed”. The second part of the input is the WordNet itself,
which consist of 117 thousand English glosses, and for each of these glosses there are
one or more associated terms. The gloss represents an auxiliary informal controlled
conceptualization of the projected meaning of a linguistic term, for the commonsense

perception of humans [7].

Given the previous input; we expect an output as shown in figure 3.1 that shows a list
of best equivalent meanings of English glosses to the Arabic gloss. These glosses are

ranked on percentage of meaning similarity between the input G and the set of
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English concepts. Typically, the top ranking in the list represent the most equivalent

meaning among the WordNet concepts.

3.1.2 Preparation and Translation Phase

In this preparation phase, we take the Arabic term T and lookup its closest English
terms E from existing dictionaries® by creating an array of English terms where each
T € E {1} for example word “—=%” expansion “people, nation, country, public, branch,
rank and file, fork, and ramify”. Sometimes there are few terms found for example “c 2
does not have direct English match, thus we use to find a related Arabic to lookup
their English matches so we have more items in E. Next in the preparation phase we
translate Arabic gloss G into English language G,.Taking input previous input T and
using online translation APIs such as Google APIs or Bing translate services we
retrieve respectively ‘“People who live in a country not linked by a modern
proportions” and “People who live in a State that was not linked by a modern, and
general rates says people” which present the base data for matching function

operation.

® We use a comprehensive bilingual Arabic English dictionaries built by Sina institute at BirZeit
University.
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3.1.3 Defining the Search Space

Instead of comparing the translated gloss G,with the 117k WordNet glosses, which is
time consuming process, we need to define a search space S’. The search space S’ is a
set of glosses from WordNet, typically consists of several hundred or several
thousands of glosses taken from the English WordNet. The search space is
constructed as the following: for each term in the set t defined earlier, we extract its
synsets form the WordNet. But this might not be enough, thus we need to expand S’

with more relevant and related glosses. We call the expanded set S.

The difference between S’ and S is that in addition to synsets, we include the super
type synsets’, sub types®, and synonyms® of each term in 1. Figure 3.2 shows the term
“cxi” and it’s related English terms which are constructed in the previous step; the

right hand list shows the set of glosses founded for each of the English terms.

"L1: search space super type expansion level.
82: search space sub type expansion level.
%L3: search space synonyms expansion level.
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Search space S’

Folsih e e i peings (men or
_ . oeo_ole the bodv of citizens of a state or countrv
Nation members of a familv line
Branch the common peoble aenerallv
United States prohibitionist who raided

calnnne and Adoctraviad hnattlac Af liniiar wiith a

Figure 3.2 Search space overview

3.1.4 Defining the Query

Before starting matching the input (translated Arabic gloss) with each gloss in the
search space, the matching function performs an additional step that involves G,
toward creating the query Q. The query Q is seen as a set, where each element in this
set is a word in the translated Arabic gloss, there are called the original keywords.
Seeing the words 1-m in figure 3.3 this set also includes other things super type’®, sub

type'!, and synonyms*2.

10°_4: query super type expansion level.
1 5: query sub type expansion level.
12'6: query synonym expansion level.
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Array )
e F90P|e | 1-m original keywords ™
ive

Array 1 )
People citizenry + M-n synonyms
live ;
one age group L n-y super type
State m < blood J >
linking 1 .
modern dead y-x sub type
general 1
rates peopl L X-z words stem
says live ]

Figure 3.3 Illustration of query Q as an array

Noting that in our implementation, we used a structured approach for the query Q as
shown in figure 3.4, as a part of matching function reengineering and improvements.
The presented data structure of query block help us to prevent multiple hit
calculations, which minimize ranking errors. Moreover current structure help us to
easily inspect the exact match hit position and level. Such information considered

crucial for statically data collection and identifying correct query word matching.
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=« query Count=3
' w [0] {arrog}
= [1] fexceed}
4 _expanded Count = 5
& _hypermyms Count =0
" g _synonyms Count=5
[ 5 Expanded Count=15
[ 25 Hypernyms Count=10
1 Matched falze
5 Stern 3 v "exceed"
= 5 Synonyms Count=15
: | @ [0] {exceed]  |ng"
W [1] ftranscend}
¥ [2] ftop}
@ 3] foutdo}
W [d4] {except}
i Raw View |

Figure 3.4 Structured illustration of the query Q

3.1.5 The Matching Process

After preparing Q as determined above, the matching operation runs against each
element in the search space S, and compares elements’ keywords with query
elements. The final results of the matched operation gives a set of ranked English

glosses; based on the number of hits found in the process as shown in the figure 3.5.

{0:divide into two or more branches so as to form a fork}

{0:the territory occupied by a nation}

{0:a part of a forked or branching shape}

{0:an area outside of cities and towns}

{0:a particular gecgraphical region of indefinite boundary (usually serving some special purpose or distinguished by its people or culture or geegraphy)}
{0:cutlery used for serving and eating food)

{0.800000011920929:the common pecple generally}

{1:ithe body of citizens of a state or country}

{l:ithe space between two lines or planes that intersect; the inclination of one line to ancther; measured in degrees or radians}
{lithe people who live in a nation or country}

{1:inhabit or live in; be an inhabitant of}

{1:people in general considered as a whole}

{2.60000002384186:a stream or river connected to a larger one}

{4.20000004768372:(plural) any group of human beings (men or women or children) collectively}

Figure 3.5 Snapshot of running Q against S concepts
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Ranking operation represent the number of hits or matches on the level of four main
weighing variables; wl: number of hits found on the keyword level, w2: number of
hits under super type, w3: the number of hits under subtype level, and w4: the total
number of hits under synonyms. In addition, a special weight variable included for
successful hits done on the word level itself instead of its steam. The overall rank
calculated by multiplying each weight variable with a predefined fixed value and

summed to each other giving us the matching process ranking valueRank =

2?:1 W; * Uj.

3.1.6 Centrality Calculation

Looking at the figure 3.5, we notice matching process ranking on the left side of each
gloss, also we can see that some glosses have similar ranks or too close values, thus
raise a need to identify which gloss is the most closest gloss to the matched gloss.
Since WordNet is a tree/graph concepts, the generated search space S typically will
be a tree or collection of trees, see figure 3.6 as an example. This makes us reconsider
the resulted ranks since we are talking about graphs, where a node with the highest
rank does not necessary mean it is the closest equivalent meaning as shown in figure
3.6. To resolve this issue the matching function employs the eigenvector Centrality
that is used in the same manner in search engines to find the most central or closest

element within a scattered tree of elements [19].



Search Domain rank

The territory occupied by one of the
consfituent administrative districts of a a0
nation

The way something is with respectto its 89
main attnibutes

The group of people comprising the 89
govemmentof a sovereign state

A politically organized body of people 78
under a single government

A compilation of the known facts 70
regarding something or someone

Put before 65
A state of depression or agitation 50
The territory occupied by a nation 20
Express in words 0

32

20

90
70
» & 89
0
0 78 89

Figure 3.6 Illustration of centrality calculation [8]

Under the centrality calculations, the scattered collection of trees transformed into a

square matrix*® of ranks, where first element under each matrix row represents a

search space element rank, and the remaining row elements filled with item Si related

synsets weight. If the related synset exist in the search space we use its rank or one

for zero ranked elements, and a zero value used for none search space elements

By running the Eigen centrality against the generated matrix we find the most

affecting points in matrix graph, which represent the closest result to the best match.

Referring to the figure 3.5 shows a group of possible matched glosses which is

inconsistent to input, however the centrality changes this results as shown in figure

3.7 where this ambiguity are resolved.

3 Number of rows and columns equal to number of elements in the search space S
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{100:(plural) any group of human beings (men or women or children) collectively}
{77.3:the people whe live in a natien or country}

{77.3:people in general considered as a whole}

{68.77:any number of entities (members) considered as a unit}

{12.66:the body of citizens of a state or country}

112.21:the common people generally}

{0:the angle formed by the inner sides of the legs where they join the human trunk}
{:place under attack with one's own pieces, of two enemy pieces}

{0:shape like a fork}

{0:have or develop complicating consequences}

{:pecple descended from a common ancestor}

{0:fill with inhabitants}

{0:a unit with peolitical responsibilities}

Figure 3.7 Search space(S) results after running the centrality

In the summary of the matching function process, we find that output set consist from
English WordNet glosses ranked from highest match to the lowest match. Even
though the highest ranked gloss in figure 3.7 close to the Arabic gloss, however the
exact match had lower rank making it fall as the second choice for the matching

operation. This leads us to the next component of the matching function components.

3.1.7 The Learner

In the described previously matching algorithm we observe it is dependency on a
fixed weight variables (w1-w5), and predefined expansion variables for both Search
space S and query Q, the effect of these variables can observed from previous section
results where the best match didn’t came first. The learner component tries to answer
what is the best weight value that must be associated to parameters wl — w5? And

what is the best value for expansion level? The learner is a program that starts from
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chosen arbitrary values of previous parameters; it keeps changing and tuning these

parameters to achieve better results.

Changes on the parameters are performed based on successful matches achieved in
the experiment, which is affected by a statistical approach and supervised learning
that utilizes neural networks to achieve the desired goal. To explain how the learner
functions, suppose that we have successful matches from table 3.1, which are the

main inputs of the learner component.

Table 3-1Learning item sample

Term Gloss Matched Concept

Lo oS al Ol e Asn (g 9iSum cpdll Lualdll

i ad J 68 38 dalall 5 Cuaa ol agin

The people who live in a nation or country

In the learning process the learner performs one gigantic step that was described in
the regular matching operation in sections 3.1.1, 3.1.2, 3.13, and 3.1.3. The aim of
this operation is to collect statistics about the matching operation as shown in table
3.2. That presents general information about hits between “inputs” matched concept

and Q of provided Arabic gloss.

Table 3-2 Gloss (G) matching operation hit against matched gloss (M)

Parameter Number of hits
Word Form 0
Synonym 2
Keywords (Definition words) 0
Hypernym 0
Hyponym 0
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Next, the learning operations answers our previously asked questions related to P
variables. P parameters values change based on the observation done in the expansion
of matched glosses as shown in figure 3.8 where our example is found directly under

the base synsets of search space.

i HypernymsHit ]
1 [ P HypernymsHits {int[118]}
+ 5 HypernymsSynsets {JAWS Synset[1]}
e d 0
| & MatchRun null
| % PercentageDefinitionHit 0.0
# PercentageDefinitionSynonymsHit 0.0
5 PercentageHypernymsHit 0.0
1 25 PercentageWordFormsHit 0.0
5 Rank 0.0
¢ RelationType BaseSynset
+ o Synset {Moun@5320899[ear] - the sense organ for hearing and equ
5 Synsetld 4 = "5320899"
| 5 TotalHits 0
+ o WordForms Count=1

Figure 3.8 Matched gloss level (base synset)

The most important step of the learner component involves a neural network, to tune
and balance W parameter values based the information collected from analyzing
successfully mapped concepts. The back-propagation neural network is constructed
from three layers'* where the first layer uses a Sigmund activation function and the
second one uses hyperbolic tangent activation function to tune the w values. Both
functions are considered as best solution for data learning technique as both of them

generate positive values (skipping the negative part of the hyperbolic tangent) that

“The neural network that process the input matrixes consist from three layers, where both the input
and the output layers consist from four neurons (to correspond to number columns in the matrix). The
hidden layer consists of seven neurons (number of input matrix column multiplied by two minus one).
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ranges between the 0 and 1 that could be interpreted as positive weight values.

Figure 3.9 presents a sample on how the arbitrary initial weights in part (a) changed

to the values presented under part (b) of the same figure.

2 [01/0.0
L@ 1100
s [2] 1.0
2 [3] 00

a) The ideal weight matrix
Figure 3.9 Sample neural network input matrixes

b) System weight matrix

s (0110

¢ [1] 04
¢ [2] 0.3
¢ [3] 03

Table 3.3 represents the final output of the processed example, where we can notice

the processed example affected with a small change toward better match in the next

operations. Hence, we did several tests over the weight elements by fixing parts of the

original matrix and changing others to observe the effect of the exact changes over

system variables. The results showed that the least affecting element in the equation

is the subtype element (more details will be discussed in chapter 4).

Table 3-3 Neural network results of processing the example results

Keyword SuperType Synonym WordForm
Used weight 1 0.4 0.3 0.3
Ideal Weight 0 0 1 0
Result weight 0.9806 0.4001 0.2999 0.2999
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3.2 Structural Design

This section describes the internal component of the matching function from the

technical point of view, which adds a detailed description to the previous section.

3.2.1 Core component

In the previous section, we described the matching function and how it includes four

main items; the search space S, query Q, ranking, and the centrality calculation.

3.2.1.1 Build the Search Space (S)

The search space S as described previously is a subset of the set of all glosses in the
WordNet (around 117,000 concepts). Our goal is to have a minimum number of
glosses in S, but on the same time make sure that the equivalent (which is our target)

gloss is included in S. The following are the steps we use to building S:

1. First, we find the synonyms of the input Arabic term T using an existing
Arabic dictionary®, for example if T = “c3” the set of results of Arabic
synonyms will be {ditis, ¢3), in, aeadials, dla, 3MBlaee o3, Jiin, 555} we call

this set 7.

> This Arabic dictionary is a huge Arabic — Arabic thesaurus built at Sina Institute in Birzeit
University.
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2. Using a bilingual dictionary Arabic — English dictionary we translate all 7’
elements creating a new set of English words called B. This set might consist

from one to hundreds of English terms.

3. To constructing the search space S’, we take each English term in B and
extract its glosses from the WordNet. We call the set of glosses of all terms in

B a space baseS),.

4. To maximize the chance that the target gloss is included in S, we use
WordNet semantic relations to extendS,, by including synonyms, subtypes,
and super types of each element inside set S;. The expansion depth identified
based on matching function configuration parameters. In other words, the
question is how many levels of synonyms, subtypes, and super-types should
we consider when expandingS,?! Having more levels might disturb the
accuracy of the results, by having fewer levels; we may miss the target gloss.
However, we will show later how our learning component searches for the

suitable levels. Nevertheless we call the expanded S, as S’ search space.
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3.2.1.2 Build Query Block (Q)

The query Q is a tree of words extracted from the input gloss G. The query block
constructed as follows:

1. The input gloss translated from Arabic to English using translation
services for example G “geull sac osall & become Gt “In animals: a
member of hearing”

2. After cleaning none primary words from Gt by keeping the keywords this
present the base information of Q for example the keywords of Gt are

animals, member, and hearing.

3. Utilizing WordNet APIs we expand the query block Q with synonym,
hypernym, and hyponyms based on the existing semantic relations within
the WordNet as shown in figure 3.2. The expansion involves extracting
the word forms of different synsets linked to keyword concepts under

different semantic relations.

Figure 3.10 illustrate the query block structure® where each query element!’hosts its

own expanded elements for example keyword “member” has its stem “member” and

1% Improved queries block structure that minimize matching errors, and ease the process of matching
operation by minimizing the multiple hits count and other traditional array limitations. Moreover, this
structure eases the tracking of matched Q elements, and ranking calculation under each individual
element.
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an expansions of 4 synonyms i.e. term phallus, 52 expanded super-type terms, and 56

subtype terms from the WordNet.

Query () Query Item (Ki)

s A Word: member; Stem: member

animals / e <

member 1/ Synonyms (member, extreme, phallus, fellow member)
. SuperTypes (Areopagite, brother, cabalist, and 49items)
hearing
Subtypes (Conservative, homeboy, and 54items)
G
s J ~

Figure 3.10 Query block graphical representation

3.2.1.3 Matching Process and Ranking

In this step, we rank every gloss in the search space S, by comparing its words with
every element/keyword in our query Q. That’s, we want to find the target gloss,
which has the highest rank. The ranking operation calculates number of hits/matches
between query block Q elements and search space S elements — a hit occur when a
word or stemmed word of Q match a word or stemmed word of S as shown in Table

3.11lines3 to 11.

7 Query element represents the keyword, and its stem.
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Following hit calculation, the algorithm performs a mathematical equation to identify
the rank of matched element as shown here Si Rank = KeywordHits * w; +
SynoymHits * w, + SuperTypeHits * ws + SubTypeHits * w,, where w; is the
weight for the hit i. Weight variables present a decimal digit that illustrates the
overall effect of specific variable in the gloss rank. Weight variables divided into four
main parts keyword, synonym, super-type, and subtype. To reflect the exact effect of
each matched element between the glosses and query G, the matching function
calculates number matched words under each category which shows number of words

matched for example under super-type.

Next after finding total words matched under each specific category each value
multiplied with its corresponding weight variable and summed to represent the final

rank of matched gloss.

Calculate Query element hits within a concept algorithm

Input: Concept C, Query Q

Output: Ranked Concept( Cr)

1. For each query element Qi in Query Q

2. IF Qi Found in Cr Keyword elements Then
Update Cr Keyword hit and mark Qi as matched

3. EndIF

4. IF Qi Not found AND Qi Found in Cr Keyword synonyms Then
Update Cr Synonyms hit and mark Qi as matched

5. END IF

6. IF Qi Not Found and Qi Found in Cr Keywords super types Then
Update Cr Super type hits and mark Qi as matched

7. EndIF

8. IF Qi Not Found AND Qi Found in Cr Keywords sub types Then
Update Cr Sub types hits and mark Qi as Matched

9. EndIF

10. IF Qi Not foud Then
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Run Ranking on Qi Subelements
11. END IF
12. End FOR
13. Cr Rank = KeywordHits * KeywordWeight + SynoymHits * SynonymWeight +
SuperTypeHits * SuperTypeWeight + SubTypeHits * SubTypeWeight;

Figure 3.11 Calculating concept matching hits with Query elements algorithm

3.2.1.4 Centrality Calculation

There are many times when matching outputs found carrying close ranks for example
89% and 90%, or in similar ranks as shown in figure 3.7. Sum situation create
confusion especially for an automated solution, where not necessary the highest
ranked element mean it is the equivalent meaning between available close ranked

concepts.

Matching operation occur over a linguistic resource “WordNet” that presents a
tree/graph of interlinked linguistic concepts. Concluding by that, the search space S
represents a collection of trees/graphs that can be presented as in figure 3.6. Since S
presents a collection of trees/graphs we found our self within scopes of graph
theory™®, in our case we need to find the most influencing node in the search space S

that involves a mathematical calculation called eigenvector'® centrality, such

'8 Graph theory in math and computer since is the study of graph, which is a mathematical structure
used to modal pairwise relations between object.

19 Eigenvector centrality is a measure of the influence of a node in a network. It assigns relative ranks
to all nodes in the network based on the concept that connections to high-scoring nodes contribute
more to the score of the nodes.
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technique used also by search engines to find most relevant result in the network of

linked networks [19].

Figure 3.14 represents eigenvector centrality calculation performed by matching
operation toward resolve and finds the equivalent meaning inside the search space S.
In purpose to perform the required calculations, the algorithm converts the scattered
search space ranked concepts into a matrix. In reference to the example in figure 3.7
each single row of the generated matrix presents search space elements Si including
its adjacent synsets from the WordNet, where Si ranks presents the diagonal of the
column of the matrix rows and the remaining columns takes either synset rank if it is
part of search space®, or zero for none search space synsets figure 3.12 illustrate a

matrix based on referenced example from figure 3.6.

20 A value of 1 placed in the matrix for synsets that found in the search space S with a zero rank, while
for diagonal matrix elements it takes the original rank.
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4.2 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0
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0 0 0 0 0 0 0 0

Figure 3.12 Illustration of eigenvector matrix based on a search space elements
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Following creation the matrix that represent S ranks the system iterate through its

element applying the following equation Si = Ax, where A represent a constant and x

matrix value at that point; figure 3.13 presents a pseudo code of centrality calculation

algorithm. The A constant calculated based on the dot product of matrix x into a

vector matrix generated based on the multiplication of randomly generated victor and

x diagonal elements victor as shown in figure 3.14.

The resulted matrix resulted vector contains the strength or closeness of diagonal

search space elements to the matched concepts as showed earlier in figure 3.7, where

the confusion removed between close ranked concept and gloss “(plural) any group of

human beings (men or women or children) collectively” shown to be the best

equivalent to the input Arabic Gloss.
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Calculate Search Space Centrality Algorithm

Input: Search Space S
Output: Most contributing concepts to the graph score (S”)
1. Adjacent Matrix [,] = Compute Adjacency Matrix For (S)
2. newRanks 1] = Power Iteration (Adjacent Matrix)
maxRank = 0;
3. For each rank in newRanks
4. maxRank = max(maxRank, rank)
5. End For
For each rank in newRanks
Si rank = (rank / maxRank)* 100.0
6. End For

Figure 3.13 Ranked Search Space centrality calculation algorithm

Compute Adjacency Matrix Algorithm

Input: Search Space S
Output: Adjacent Matrix A
1. Initiate squared array A with number of elements in S~ 2
2. ForeachitemS(i)hin$S
3. Get All Related Concepts to S(i) As AdjC
4, For j less than matrix length
58 Get S(j) From S
6. If i equals j Then
7. Set A[i, j] to S(i) Rank
8. Else If( AdjC Contains S(j)) Then
9. If S(j) rank equals to zero Then
10. Set AJi, j] to one
11. Else
12, Set A[l,J] to S(j) rank
13. End If
14. Else
15. Set A[i, j] to zero
16. End If
17. End For j
18. End Fori

Figure 3.14 Compute Search Space Adjacency Matrix Algorithm

3.2.2 The Learner

Matching function is a concept similarity method that match two concepts from two

different languages (Arabic and English) by measuring the degree similarity between
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matched elements, where similarity based on number of matched words between the

translated gloss and target gloss (English WordNet concept).

This operation involves finding number of matched words under a specific sematic
relation type, where a weight given for each matched element and the overall value
indicates the similarity rank between matched concepts. Though this technique uses a
predefined fixed value it gave a satisfactory results for a certain level, however this
results seem insufficient and considered limited since ranking depends on a fixed

parameters and weight values.

In our solution we introduce the learner component, which is goal to improve
matching output by controlling and modifying matching internal configurations. The
modification done through an observation and learning successfully matched
elements. In order to operate a successful learning operation we had to identify all of
the involved parameters and weighting variables, which may affect ranking operation.
Since the matching operation involves linguistic resources with semantic relations,
which allows us to identify main ranking variables in following categories: original
words “keywords”, synonyms, Hypernym “super-type”, hyponym “subtypes”, in
addition words stem “word definition”, where these variables presents main weight

variables in the ranking process.
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In addition, there are additional parameters that affects matching operation not the
ranking it self but it affects matching operation parts search space S and the query
block Q. These parameters are called expansion parameters since they affect the
depth of search space and number of concepts it include, and the depth matching
done over the query block. Expansion variables have following categories: Synonym,
super-types, and sub-types.

The learner component tries to answer what is the best weight variables and how each
category affect the overall rank of matched concepts, and to observe what is the best

expansion variables to be used based on observing successfully matched concepts.

3.2.2.1 ldentify Search Space levels

The search space Sis one of the important factors in the matching process; especially
that its content affects the final outputs. Whenever there is any problem in the content
of the search space it leads into an inaccurate matching results or no match at all, for
that reason we decided to find the maximum possible expansion over various

expansion groups, which is built based on search space base S, content.

Expansion variables are identified under following categories synonyms that contains
all concepts with the same meaning, super-type, and subtype relations. These

expansion levels were selected as it contains either similar meaning concepts, more
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generalized meaning, or more specialized meaning to the lookup terms based on what

search space S built.

In figure 3.15 shows the detailed description of identifying search space expansion
levels under each of mentioned category. The identification process done by looking
for manually matched gloss in the WordNet and the find its relation to Arabic term
related concepts, and based on observation and statics of how common match found
selected category an update happens to the search space element, this update ensure

in the coming matching operation the equivalent search space will be included.

Find Best Search Expansion Levels

Input: Source Language Term T, Matched gloss M

Output: Level of the match occurrence L, and at what relation type match found R

1. spaceBase = dictionary lookup results for T, including T

2. transaltedSpaceBase = translation of spaceBase items

3. For level = 0 and less than maximum allowed level

4 For each item in translatedSpaceBase

5% IF M found in item related concepts at level value

6 Set L equal to Max(level value, realtedLevel)

7 Set R equal to related

8 Else IF M found in item synonym concepts at level value

9. Set L equal to Max(level value, synoymLevel)

10. Set R equal to synonym

11. Else IF M found in item SuperType concepts at level value
12. Set L equal to Max(level value, superTypeLevel)
13. Set R equal to SuperType

14. Else IF M found in item Sub Type Concepts at level value
15. Set L equal to Max(level value, subTypelLevel)

16. Set R equal to SubType

17. End IF

18. End For Each

19. End For level

Figure 3.15 Search Space Item Iteration algorithm
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3.2.2.2 ldentify query block and concept matching expansion level

The query block Q that build during matching operation plays a major part in the
matching ranking process, since it controls the possible words to use in the similarity
matching operation. Same categories as search space S expansion categories
identified that include only related meaning only. The only difference between search
space expansion and query block expansion is here we only take the word forms
under each category of semantic relation while in the search space we take the

concepts.

Query block Q expansion variables are managed based on an observation made from
the successful match between input gloss, and manually mapped gloss. The
information collected on the level of each expansion category (synonym, super-type,
and subtype), where the learner looks at what is the trending depth of matched words
between query elements and equivalent gloss. This value will be reflected into
matching function configurations for example the most trending level for synonyms

expansion depth is 3, while for super-types is 2.

3.2.2.3 Tuning weight variables

Weighting variables of the matching process as described before are keyword weight,

synonym weight, super-type weight, subtype weight, and stem weight. These
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variables play a major role in similarity matching between matched concepts. In
reference to figure 3.3 that illustrate the query block we can observe the division of
mentioned categories, where each matched word under a category increase the hit
count associated to a specific category i.e. matched 3 keywords , 1 super-type, 2
subtype, and 0 stem. Each weighting variable then multiplied with its corresponding

hit count, and collectively presents gloss rank.

Any incorrect weight value allocation to any of the categories will turn the results
into the incorrect direction, for example if a small weight set for the keyword weight
and higher weight for the super type it will devote results into a more general
meaning. Thus we need a smart solution that will help to distribute the correct

weights between these categories to achieve better matching results.

Since we try to predict the best weight distribution which is a a group of attributes
with a continuous value, this lead us for using a regression supervised learning based
on a neural networks, which is going to resolve current issue by learning from a will
defined training set, and successful mapping results. In purpose of solving this
problem we designed a neural network that consist from three layers where first layer
consist form four input neurons, 7 hidden neurons to and four output neurons that

reflects output categories figure 3.16.
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INPUT
OUTPUT

Hidden

Figure 3.16 Learner neural network structure

The implemented solution starts with initial random small weights values near zero as

a startup stage, then following we used a forward propagation against input vector to

find the heuristic function H. Using function H we compute the cost function J that

used by back propagation algorithm using both hyperbolic activation function on the

input layer, and sigmoid activation function to iterate through input weight variables.

Learning system weights operations algorithm

Ideal weight matrix [Keyword Weight, Synonym Weight, SuperType Weight,

e SubType Weight], |
. Results matrix R[Keyword Weight, Synonym Weight, SuperType Weight, SubType
Output: .
Weight]
1. Initialize initial matrix X;
2. IF first run fill X with Random values otherwise use define system variables
3. Initialize network layers (input layer with 4 neurons, internal layer with 7 (4 input
variable + 3 variants) neurons, out layer with 4  neurons)
Set learning mechanism to Resilient propagation with input | and X
4. Do network learning until error range reach to defined acceptable error rate
5. Set R with network processed results

Figure 3.17 Learning operation algorithm
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Followed this operation we use a numerical method of checking derivate J’ that
computed by previous step and compare it to J until we had a successful difference
less than 1 percent, where we stop back propagation to perform an optimization. The
optimization purpose is to minimalize J using gradient optimization function since we
are dealing with a linear equation, by completing the operation we reach to the best
possible weight values to use it within the matching function pseudo code available in

Figure 3.17.

3.3 Algorithm Complexity

This section discusses the complexity of the matching function, namely its scalability,
covering space, time, and memory complexity. As the function consist of several
components, the following sub section present each component’s complexity

individually, and then identify the overall complexity.

3.3.1 The complexity of core component

The matching function’s complexity defined by a group of internal procedures that
can be simplified into four major equations f1, f2, f3, and f4. f1 represents the
complexity of building the search space S, f2 shows the complexity for query block
construction. While 3 and f4 represent the mathematical calculation matching

process hit calculation, and centrality calculation respectively.
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The time complexity of f1 represented as follows f; = 4t + 3ts; + [;(6 + 25;,) +
[,(6 + 2s3) € O(max(ts1,11s2,12,s3))  where t represent number of words
translated, s1, s2, and s3 represent expanded search space elements synonyms, super
type and subtype synsets; [ presents the possible expansion levels of each type. The
worst case is to build a search space reached when number of expansion levels are

too height that may return the whole WordNet synsets.

The complexity of the query-builder function f2 is calculated using f, = 5 + 13wn +
5wl; + 5wl, € O(max(wn,wl;, wl,)) where w represents the number of translated
gloss keywords, and [ represent expansion variables under super type, and subtype
relations. The n variable represents number of word synonyms. In the query block the
worst case occurs when the expansion levels are too high and number of keywords

too that may result in retrieving all of the word forms from the WordNet database.

The hit count calculation function f; represents an improved version compared to the
original function where its complexity is © = nm; where n is the number of query
words and m is the number of words forms under specific relation type. In our case
we used a depth first search which has ® =1, where | is the longest path to find the

matched word.
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The centrality calculation f, represents a high risk function it generates large set of
matrixes that equal twice the screech space S size, which is in the worst case twice
the number of WordNet synsets, the complexity of this function calculated as

fi. = 8+ 13n + 7n? € O(n?), where n represents the number of matched synsets.

In short, in this section we can observe that the matching operation space and time
affected by number of elements in the search space S which increase the time and

space required in the centrality calculation.

3.3.2 The complexity of the learner

As mentioned before the learner component realties on two major parts: the matching
operation from the core component excluding the centrality in the learning process.
Since the analyses done between the matched gloss and Arabic gloss, these analyses
performed by three functions that we described earlier, f; that identifies the search
space expansion levels, f, performs the lookup for query expansion levels, and the

weight tuning function f;.

Both f;and f, uses the same approach to find the expansion levels but on different
datasets, their function complexity presented as follows f, =1+ 20lt € O(lt)

where | represent the maximum limit the expansion can be reached, and t is the
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number of items either words or glosses retrieved from WordNet. The worst possible

case us limited to the number WordNet concepts.

The weight tuning operation complexity can be identified simply as follows f; =
14 +3n+3e  where n represents the number of training elements that been
converted into a matrix form. While e represents the cost value that is calculated
based on the sigmoid function that ranges between zero and one. Space complexity of
the learning operation increases when the number of training elements are high -

where we have two 1x4 matrixes for each training element.

We can summarize the complexity of the matching function is affected by the length
of the Arabic gloss and the number of related synsets linked to Arabic term English
translation. In the worst cases the matching function is limited to the size of the

WordNet content.
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Chapter 4 Evaluation

4.1 Introduction

This chapter explains our evaluation which we did to examine our work in improving
the Matching Function Tool. Particularly we discuss the means by which we did an
assessment to our work, in addition to provide clarifying examples. The evaluation
process goes through evaluating both parts/components of the Matching Tool starting
with the reengineered version of the matching function, and the learner component as

explained later.

4.2 Data set

The data set that was utilized in the evaluation process was obtained from Sina
Institute, which is part of the manual work done by the institute toward enrichment of
the Arabic Ontology. The data set is a set of Arabic concepts extracted from different

resources i.e. Arabic dictionaries, Thesauruses, and other sources.

Our data set consist from a 975 concepts that were verified and validated manually to
meet minimum acceptable number of conditions to meet the standard gloss

structure?’. These Arabic concepts (term, and its gloss) were manually mapped to

2! Detailed description found in Appendix I.



57

their most close equivalent concept in the English WordNet. In addition to the

standard mentioned inputs (Arabic Term, Arabic Gloss, and English gloss) the

training set contains additional items as shown in figure 4.1.

The first item of information is the Concept Id which is a unique identifier associated

to the Arabic that comes from the Arabic Ontology database, this identifier used to

create a link between mapped concepts. The matched percentage represents a

satisfactory ranking on the manually matched elements, which is informative

information only that could to be compared to automated ranking results. The last

additional information is the English synset identifier extracted from the WordNet,

this identifier used by the learner component to extract WordNet Synset directly to be

process during the learning process.

A

q Concept_ID

B

Arabic Term

©

D

Arabic Concept|Match Percentage

English Term

English Concept

100|

Dog

/A member of the genus Canis (probab
descended from the common wolf) the
has been domesticated by man since
prehistoric times; occurs in many bree

27

100|

Arabian Sea

A northwestern arm of the Indian Oce:z
between India and Arabia

36

100|

Godfather

Someone having a relation analogous
to that of a male sponsor to his godchi

54

100|

Knock

IMake light, repeated taps on a surface

63

100|

Reduce

Reduce in size; reduce physically

7 83

100|

Ugly

Displeasing to the senses

110

100|

Eat Up

Use (resources or materials) over time
in order to function

129

100|

Kite

Figure 4.1 Training data set snapshot

Plaything consisting of a light frame
covered with tissue paper, flown in wir
at end of a string
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4.3 Evaluation setup

To evaluate the advance matching function, we conducted 3-level cross validation
[29] to measure the accuracy of matching process. To evaluate this, we did the
matching using old version function of the function (without learning), where we can

identify the exact improvement over the matched results.

The accuracy of the function is defined as the following: given an Arabic Concept,
and given the English concepts in WordNet, these English concepts are ranked
according to their meaningful-closeness to the Arabic concept, the accuracy of the
function is then measured based on what is the probability for the matching function
to give the highest rank to be really the meaningfully-equivalent to the Arabic

concept.

The accuracy levels are divided into five groups; the Top 1 accuracy represents
concepts where the exact equivalent match has the highest rank in the search space,
the Top 5 accuracy represents the concepts where the exact matched concept exist
within top five ranked concepts. Top 10 denotes that the equivalent matched concept
found between the top ten highest ranked concepts in the search space, while Top 15
indicates that the equivalent matching concepts exits within top fifteen highest ranked

concepts from the search space concepts.
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To perform the 3-corss validation process the training dataset was divided into three
groups A, B, and C — each group contains around 325 Arabic glosses. Flowing we
designate each cross validation run with a training dataset and test dataset as show in
table 4.1, where each run involves the following exercises (1) running the matching
function without learning against the test set, (2) training the matching function using
a training set, and last (3) running the matching function with learning again against

the same training set.

Table 4-1 Cross validation dataset distribution

Training
Cross Validation Run Dataset Testing Dataset
1 B,C A
2 A C B
3 A, B C

In each scenario of the 3-cross validation, the neural network and matching function
re-configured to the initial values shown in table 4.2, which allows to observe the
behavior of the matching function with learning component under different training
set, and testing set. In addition to compare matching results with matching function

without learning component that works based on the initial configurations by default.

Table 4-2 Initial Matching Function configured

variables

Variable Value

Keyword weight 1
Synonym weight 0.8
Sub-type weight 0.6
Super-type weight 0.9
Super-type space expansion level 0
Sub-type space expansion level 0
Synonym space expansion level 1
Term dictionary expansion level 3
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Term super-type expansion level 0
Term sub-type expansion level 0
Term synonym expansion level 1

4.4 Evaluation Results

In each run of the cross validation run mentioned above, we have evaluated three

different learning settings as one baseline®* setting per each run.

As shown in table 4.3, under run 1 the matching function without learning has a 19%
of its retrieved matched concept score as with Top 1, compared to a 27% Top 1
accuracy using the matching function with learning, which indicates 8%

improvements in Top 1 accuracy.

Comparing top 5 accuracy between different matching techniques, and different cross
validation runs we observe a slight improvement in the number of concepts that has
exact within specified range using learning, where we have a 10%, 11%, and 8%
improved to run 1, run 2, run 3 respectively after the learning operation. Similar
observation found for Top 10, and Top 15 accuracy ranges that indicate to the
improvement that learning component provides to the matching function mentioned

in table 4.3.

2 As the baseline setting does not involve learning, the base line is given based on the matching
function without learning component and manually predefined configurations.
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Table 4-3 3-Cross validation accuracy comparison

Matching Function Matching Function

RUN (without learning) (with learning) Improvement

1 2 3 1 2 3 1 2 3

Topl 19% | 16% | 22% 27% | 25% | 28% 8% 9% 7%

Top 5 37% | 35% | 43% 48% | 46% | 51% | 10% | 11% 8%

Top 10 39% | 37% | 44% 55% | 53% | 55% | 16% | 16% | 11%

Top 15 40% | 38% | 45% S57% | 53% | 56% | 16% | 15% | 12%

Retrieved | 72% | 78% | 74% 82% | 84% | 84% | 10% 6% 10%

Worth mentioning the retrieved factor bresented in table 4.3, which represents
number of matched search space concepts that contains the equivalent concept even if
it is not included in within the top 15 ranked elements. The matching function
without learning in run 1 only retrieved 72% of the testing set concepts, while only
78% of the second training set compared to 74% of the third testing set. Even there is
a small improvement in the number of retrieved concepts, however this issue returns
to the fact that there are some wrong mapped manually matched concepts that
mapped to the wrong version of the WordNet database, or due to search building

parameters that did not include terms linked to the matched concept.

In addition to the previous observation, we tracked the tendency in the weight values
and how they affect the ranking as explained in section 3.2.13. Figure 4.2 shows a
trend chart of weigh variable change, where keyword associated weight value that
keep bouncing between 1 and 0.8 indicating its importance in the matching operation.

The second important variable is the super-type associated weight value that has a
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range between 0.8 and 0.9. The remaining other two weight values associated to the
synonym and subtype have less influence on the ranking operation by having a
tendency to values between 0.3 to 0.4 for synonyms, and 0 to 0.2 range for the

subtype weight value.

1.2

3 P 1
mm Keyword weight m Super type weight [ Synoynm weight
m Subtype weight —— Log. (Keyword weight) —— Log. (Super type weight)
Log. (Synoynm weight) —— Log. (Subtype weight)

Figure 4.2 Average weight tendency change between validation runs

The expansion variables showed kind of stability in their values between different
runs as shown in table 4.4, while there are changes compared to the initial values,
such as the super-type search expansion variables moved from 0 as initial value into 2
through different evaluation runs, while other search space subtype expansion

variable didn’t change at all.



Table 4-4 Expansion variables change between evaluation runs

Variable 112 ] 3| Initial
Super-type space expansion level 2| 2] 2 0
Sub-type space expansion level 0] 0] O 0
Synonym space expansion level 1] 2| 2 1
Term dictionary expansion level 5| 6| 6 3
Term super-type expansion level 2|1 1] 1 0
Term sub-type expansion level 0] 1] 1 0
Term synonym expansion level 2| 2] 2 1

4.5 Discussion of Results
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The impact of the learner component indicates that the accuracy of the matching

function was improved with an average of 8% for top 1 matched concepts between

different validation runs, an average of 10% for those concepts that found within the

top 5 matched concepts, and an average of 14%, and 15% improvement for both

concepts found either between the top 10, or the top 15 matched concepts

respectively.

Table 4-5 Accuracy comparison between with learning matching function and non-neural matching

function
Matching Function Matching Function

Accuracy (without learning) (with learning) Improvement
Top 1 19% 27% 8%
Within Top 5 38% 48% 10%
Within Top 10 40% 54% 14%
Within Top 15 41% 56% 15%
Retrieved 72% 83% 7%
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As shown in the previous table 4.5, the maximum retrieved percentage of matched
concepts is 81% from the testing sets, which referees to a certain error in the
manually matched and other external factors as follows:

1. Dictionaries and treasures may return none rich results for Arabic terms,
which affect the constructed search space content.

2. Week automated translation services; where most of online translation
services that uses mainly the modern language and does not reflect all Arabic
possible word forms.

3. The structure of the manually matched concepts didn’t necessary followed the
formalization structure®®, and in some cases the Arabic gloss written to reflect
a more general meaning that does not reflect the particularity of mapped

concept.

In addition, the experiment showed that initial analysis and identified configuration
variables and weight values were reasonable to a certain level to perform a successful
matching; however, these values did not reflect the best possible setup. The learning
operation leads us to identify the importance of ranking variables in following:

1. Keyword level matching considered the most influencing variable on the

overall ranking elements.

2 For more information you may refer to Appendix I.
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2. Super type word come in the second level of affecting ranking operations,
because they contain the general meaning of matched word.
3. While synonyms and subtype words has least effect on the final ranking of

matched gloss.

In addition to main weighing variables, the learning operation highlighted other
parameters, these parameters affects the matching operation since these variables
affects number and quality of mapping data. These variables are number of retrieved
elements from the dictionary, levels of search space expansion from the base term
and dictionary output. In addition, we need to include the expansion levels of
different synset relations to build up the search space.

Despise of the above issues, we have achieved an acceptable result toward improving
the matching function, this improvement observed in the obtained results and that
may be more accurate with additional training and enhancement over mentioned

points above.
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Chapter 5 Conclusions and Recommendations for Future Work

5.1 Conclusions

The process of enriching Arabic Ontology presents a challenge by itself that requires
lots of manual work, which by itself is not enough to reach the desired goals in
acceptable time frames. The Matching Function should provide a solution of

automated mapping between ontologies, also to validate manually generated records.

In our work, we presented a new feature to the matching function that increases its
accuracy. Using neural networks and machine learning techniques we advocated the
use of successfully matched concepts as a base for the matching function setting
reconfiguration, toward reaching best mapping. Our experiment shown an
improvement in the matching processed by our approach, compared to the regular

matching outputs of the same set in the experiments.

As result of this thesis work we have developed improved the matching function,
which can be used in the process of mapping Arabic ontology to the English
WordNet, with high accuracy rates. It can also be used to validate manually mapped
records to ensure the quality of data. In addition, the Matching Function can be used

as a tool to measure meaning similarity between two different sentences, either from
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the same language or from different languages, which presents a helpful tool for

researchers.

5.2 Recommendations for Future Work

Future direction of our work will involve extending the Matching Function to target
other languages and ontologies, as current enhanced structure and architecture of the
matching function will ease this process. Extra research and enhancement should be
included to the matching function toward having a supporting tool in building
Ontologies, or lexical resources. These enhancements include algorithms to examine
concepts structure to the required concept standards, also this algorithm may provide

suggestion to fix issues to achieve required goal.

Another important feature we need to include here is the ability to inherit relations
from mapped ontologies, in addition to provide information about percentage of
familiarity between different languages based on mapped information. Last and not
least, we could include an additional enhancement on the learner component that

utilizes word similarity to measure matching ranking.
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Appendix | Gloss construction instructions

Source: http://jarrar-courses.blogspot.com/2011/12/arabic-ontology.html

What should and what should not be provided in a gloss:

1. Start with the principal/super type of the concept being defined.
E.g. ‘Search engine’: “A computer program that ...”, ‘Invoice’: “A business document

that...”, ‘University’: “An institution of ...”.

2. Focus on distinguishing characteristics and intrinsic prosperities that differentiate the
concept out of other concepts.
E.g. Compare, ‘Laptop computer’: “A computer that is designed to do pretty much
anything a desktop computer can do, it runs for a short time (usually two to five hours) on

batteries”. “A portable computer small enough to use in your lap...”.

3. Written in a form of propositions, offering the reader inferential knowledge that help him
to construct the image of the concept.
E.g. Compare ‘Search engine’: “A computer program for searching the internet, it can be
defined as one of the most useful aspects of the World Wide Web. Some of the major ones

2

are Google, ....”; A computer program that enables users to search and retrieves

documents or data from a database or from a computer network...”.

4. Use supportive examples :
e To clarify cases that are commonly known to be false but they are true, or that are

known to be true but they are false;
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e To strengthen and illustrate distinguishing characteristics (e.g. define by examples,
counter-examples). Examples can be types and/or instances of the concept being

defined.

5. Be consistent with formal definitions/axioms.

6. Be sufficient, clear, and easy to understand
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Arabic Term Arabic Gloss English Term English Concept
ASatis s sleall 8 (Gaal Ll da siadll diliadll 43Y 5 58 (law) the right and power to interpret and apply the
aSladll (aliaidl A& | jurisdiction law
e Audi g ¢ A Q) | same identical
g ki Le o 5 Tadlll e Jay o) il = 5dn J 8 5
A A AR Cay el g o sae e LAY ale a concise explanation of the meaning of a word or
iy yal) iy =il il | definition phrase or symbol
Cya Jall 8 | pay give money, usually in exchange for goods or services
4 S e Ay 20 s e gl el 8 sl
] 41é | Participate become a participant; be involved in
Wled f 40 8 Allia) Jias o AT (alas) aaf g a3y of provoke someone to do something through (often
RS Lo s i S5 Al L La ) e alea | Jure false or exaggerated) promises or persuasion
S i ) sl 5D | Water provide with water
O sind) ala) e Jgay i iy S eland 4 aans QIS an alphabetical listing of names and topics along with
U ed e Sl o all | index page numbers where they are discussed
substitute one creditor for another, as in the case
where an insurance company sues the person who
SEY) sl |l ol clall e Bl I Jae o e ol Lisall Sl | subrogate caused an accident for the insured
3 ikl Ol slay 3 andl | Cream the part of milk containing the butterfat
Calan¥) o) Jad iad dy paad) (e A3 Cilaal o i Y
FERIEA| i Lad dsuia ¥ 83 yhaa ye Jle J2éy &aas | spontaneous happening or arising without apparent external cause
a medicine made from plants and used to prevent or
e Dflie aend) (G (e da adiedll 433kl) 33 1 61531 | herbal medicine treat disease or promote health
oyl Dlail s ¢l )Y | Downslope a downward slope or bend
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313} s A e 8 Laladl 5l il e B2c alanail
Jia (o (ot )l Cargll 5 Leia JSApad s o oXi Cumg Baal
LLill ¢ 5 8 (e (pra g 8 e skl o abaiill s

a consortium of independent organizations formed to
limit competition by controlling the production and

GlS Hd Al claadl) 53 )il 5 delicall G¥law (A dald 5 sLaBdY) | cartel distribution of a product or service
XK A séémeﬁm@e@\ s | eat take in solid food
e ke aladall AL 48 Aaadll () V) andaall 4ndy Lo
| Al ) Gl e iy A ST e S ¢
alada G Jaall (Sl g e laall Jie dlaay | canteen a recreation room in an institution
Y Gl e BY) a5 eldal) (e (sl ALl g el sa
€Ll Gl il Ga o e sl caulall i elall g il
byl Aladl) S alall e iy s s (4 5 G a bowl-shaped drinking vessel; especially the
PRI laall B8 sl llall (e daiia ¢ LS Cuaal) yeasll | Chalice Eucharistic cup
330 Lo S ) sl 2 35e 3 Sl g s ) | frequent be a regular or frequent visitor to a certain place
S Ui 4pe8 8 Ly ¥ 6f (Ll S | unshod not shod
dag 1S W s o o8l 4a g IS s 8 | face turn so as to face; turn the face in a certain direction
oy g bl Cay sl Jie o a3 Gasal Jia | Cavity (anatomy) a natural hollow or sinus within the body
38l S Al ¥l e dlae sl A G ¢ 2 any opinions or doctrines at variance with the official
il aia LY s agle (8 J (e 4fie Jad | heresy or orthodox position
N 35l alaj) | Redden turn red or redder
of or relating to or characteristic of Wales or its
L\ Lilday 3 4 b dadaie ) 45 id) | Welsh people or their language
long past; beyond the limits of memory or tradition
J3l el A aallal e | immemorial or recorded history
Jad s s e liall e caal ¢ 3all jg_'q)sj\wc\?ds
il Jlaa o pda pe g ) 28 a8 oS5 | afflict cause great unhappiness for; distress
5 @geﬂ\x—emaub)‘eﬂ‘)ﬁhbﬂ Jigs pall s il
D8 | A e ad dinaan 4y S5 8 ) jlaal g4 (el | Anemia a deficiency of red blood cells
g 4 iy al s g2l Ja | breach a failure to perform some promised act or obligation
LK Lalaliall ; Glall il Hall 4053 5 x| college an institution of higher education created to educate
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and grant degrees; often a part of a university

a sale of property by the sheriff under authority of a
court's writ of execution in order satisfy and unpaid

gondl (iumd Sl 12as 2w | forced sale obligation
(B Akl o gal) ey Jie clilasd) A W Caa s | flexuous having turns or windings
OSA Apeailly pall Ayl ) A 35 & e Jual o lasiY) s
adll ddayl )50V A Legia a8 S Jaladl a5 Y | parentage the kinship relation of an offspring to the parents
NG GG oo s ¢ 8 | third in the third place
ala o sally 418 483 of 4l ) 5 JV31 | Shave remove body hair with a razor
i s Y b ) =3 | oyal unwavering in devotion to friend or vow or cause
Al dia 5 Jaadl drgada o 22 5 jlailly (3lacti Jlac | activity undertaken as part of a commercial
4l Jle Y 42 | commercial activity | enterprise
ooy (o adl G530 e (31l (8 Gl IS (el Sl el a felt cap (usually red) for a man; shaped like a flat-
35l an A Jighhll | Fez topped cone with a tassel that hangs from the crown
Ja5) G gl e (e camaa ladY) pua b A | weaken become weaker
Y g5 Baall y ol 23a 50 5 A8 5 J3al) (JLLll aa
3a Al aaa ¥ 48 Jaa | correct free from error; especially conforming to fact or truth
’@}i KESN) é“j s_wa ¢ 24 | Enlarge make larger
(law) a person (usually appointed by a court of law)
who liquidates assets or preserves them for the
4,80 s AS Al st (amy caas | liquidator benefit of affected parties
e dany J) aala o 23 | gather assemble or get together
B e 1000 = Jin 1 eiside | dinar the basic unit of money in Tunisia
any harm or injury resulting from a violation of a legal
y_pall il Jady jad i al ety qui S e 3 | Damage right
be uncertain about; think about without fully
2 5 AalSde e g ol dae bt pals 38 5l ala | puzzle understanding or being able to decide
footwear shaped to fit the foot (below the ankle)
dai g Ll f okl Alall (e g sl Cagall ¢)3al) with a flexible upper of leather or plastic and a sole
e Clad meal) 4355 A8a] Codlly Caws ccaS iy 5k | shoe and heel of heavier material
e 1) ye 4 S U £ 8l | Used to in the habit
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“a il s s a1 5 Eaall | happen come to pass
(biology) taxonomic group containing one or more
BN bl Casaill a3 e ka0 (il 4 elial 8 | Genus species
A o5 L Janll A (i e aadiad (add S
) Ay~ | sailor any member of a ship's crew
IA‘)SS\‘\J‘Y“B“)AS‘}J;‘)“(QMGCJJUML}A
ol @O 5l @ gar DA LA e OIS (el padiy | widowed single because of death of the spouse
A slaal) dse 8 Jaall 2855 2ga% (3 J Al 2a (385 J e
3158 Jaall ) L g ) Jlae Yl e Yoy o5l of e someone who enters into a subcontract with the
obbll e J el Je 3 | Subcontractor primary contractor
ol Ll 5l jamall L) agd (S 5 0 92l 5 agedii a sill | head travel in front of; go in advance of others
S el o) elinall caadg jaa) 8 AL Lsaia dea A a protective structure of stone or concrete; extends
sala by (Sans 7 se¥) s Jalad) dslaia o L) from shore into the water to prevent a beach from
z) sl sala Alaludl obal) e aS 5 5 Llill ) 50Y) | Breakwater washing away
’ Osd sy (LAY 35015 Lad ) At U )58 o] blue color or pigment; resembling the color of the
G B pall el ddla (S5 s 1)l slaid) | blue clear sky in the daytime
k% o)) sl Jal Sl sl | extend extend one's limbs or muscles, or the entire body
We s (e )83 G0 e padll Caia 5 aadius AalS (D18
Caaniall 3 3 ¥ a5l ¢ Qi) e padid 6l 43 sy
ok »_S3 | anonymous having no known name or identity or known source
the process of adapting to something (such as
Alsla) doaliall &yl ae a1 s 3l 251 53 | adaptation environmental conditions)
2 e O paleal) ol el aal Lo Llle 5 (gl oial)
L ae | Miscarry suffer a miscarriage
e Dl 0 gead) aaiind ¥ (oAl asedll | Ugly displeasing to the senses
Jdall )yl J2dll a8 Al ) all | detriment a damage or loss
Lyl aa sl Bl da 5l | heavy slow and laborious because of weight
Al pals plaia) g sl aa &l 0¥ | Listen pay close attention to; give heed to
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) b S L s ) ST ez JI5AY e ik

) Baa o g

Eagle

any of various large keen-sighted diurnal birds of prey
noted for their broad wings and strong soaring flight

lie 5S35 3l Caal g o) AV 4 ey (53 G ) 58

the date on which a financial obligation must be

Ja¥ Jsla 2580 &l ol | maturity date repaid
Al calxia ye o gy se dlain¥) ol L) (e Sixa aad inborn pattern of behavior often responsive to
5 all O o shs sl sl g 55 8 | Instinct specific stimuli
Al laes eaill JB | Suicide the act of killing yourself
G s sally IS 48) ol 4y =i JI31 | Shave the act of removing hair with a razor
a member of the genus Canis (probably descended
from the common wolf) that has been domesticated
RS &\}_ﬁ 4de 22 g o5 peall (a uLulSJ\ iliad G gl oa by man since prehistoric times; occurs in many
QS |l e s A5all S ailall QK Jie i) 4exiivg Leans | Dog breeds
B Lima ladae 40 g5l paddl Ca peae W jaay saled a debt instrument issued by a bank; usually pays
gluy) saled Aldal «dall | certificate of deposit | interest
e Loyl il & yoe A i) | december the last (12th) month of the year
eiles Seuill l ld Camy | Calyptrate having a calyptra
o O ol Alise 4in 5 iy Jaay 53« 3l 2 | away at a distance in space or time
it ada sy (3 8 alaiig A5dlal) el &l o 5a an island consisting of a circular coral reef
Jsil s | Atoll surrounding a lagoon
the world of commercial activity where goods and
G gal) s e 3lal e Ama Aalu Aale 438 23 S | marketplace services are bought and sold
find fault with; express criticism of; point out real or
Adaadldl cilin e QUSY ol ) e 35 W | criticize perceived flaws
lacking decisiveness of character; unable to act or
AV O sl el w3 il | hesitant decide quickly or firmly
elac 133055 32Y 5ll dia_puadll 32818 CilS (e | Blind unable to see
o 48 JAxh dey ol g dic 4udi anl 5Y) oe | remove go away or leave
Oalall ol 4 S gl o e 5 alaall | firewood wood used for fuel
dus e g JglE die 8 gFae ke yd ol sk SglE the legal document stating the reasons for a judicial
aSall A die 5l dpafll e & JUdI | judgement decision
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Jac leie Jue sl cal saall 338 e Ja )l J32 | damage the occurrence of a change for the worse
LSl G Jlaxian) 8 & 5 5 45y a0l adaiog Y Galka (3a
Gl 13 5 sV L & 3 Apmadal) 4 jal) Jleatiad b have a tendency or disposition to do or be
sl Tl sy cun e a s 3L | be given something; be inclined
a stringed instrument that is played by depressing
dani i)l ol ilie e Jarally Ledde Cajall 5 4, 5 4 keys that cause hammers to strike tuned strings and
Sl Ul goal Caaad 53 galia HUisf e i (3 Uadll | piano produce sounds
the monthly discharge of blood from the uterus of
an g JS (85 e 3l yall o> e el S sa | Menstruation nonpregnant women from puberty to menopause
a deep narrow steep-sided valley (especially one
g ul) G2V e Jasgdl Las 530 5l el e el (5 )laa | ravine formed by running water)
Jalall sl Lol b g i) adoy 158 diy &n | sell be sold at a certain price or in a certain way
o yall peilalas g agilale 8 (il e o el e | custom accepted or habitual practice
Jale Jal 5o aaadl alany Lo o e o 28 & gaay i) g | Factor anything that contributes causally to a result
aalial ) ga¥) any LS L Calh gall o 5 3 ppia dida someone employed to make written copies of
<ol T8, X aaall o sl S Jaall | copyist documents and manuscripts
(ARt LY Fanenll pe Joaia® ) Y L) 5 58 | atlas the 1st cervical vertebra
. the sister of your father or mother; the wife of your
e S edl o | aunt uncle
a garment worn around the head or neck or
BN Ly 5 Loy Lo 81 el Jaxi e | scarf shoulders for warmth or decoration
DA 5 ISV &8 v et Al 5 LN el
BRI L5228 433 | february the month following January and preceding March
Sl e sl e Jalil) 21 | nibble eat intermittently; take small bites of
the outer layer of the skin covering the exterior body
5yl A N a3 3 Ay 5lAl) daa AN AL | epidermis surface of vertebrates
e 3y 4a 23l 5 Ll ¢ 30 | moralize interpret the moral meaning of
O an Yl @l yigal aluiul 4le | depend be contingent upon (something that is elided)
insurance paid to named beneficiaries when the
shall e oyl Aiall Slae agle e gall s 4 55 el | Life Insurance insured person dies
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Sl gl cslaall g 3391 a jlall Lead Joly 4 38 s puat | Tradeoff an exchange that occurs as a compromise
of the color intermediate between green and orange
) O sas ‘([g;jﬁ\} SR J;;{y\) RN IRUANIN in the color spectrum; of something resembling the
Al asll g g a2 3 | yellow color of an egg yolk
structure providing a place where boats can land
J i Al Jy % % | landing place people or goods
a gathering of the minimal number of members of an
claill | Ao dad ¢ Laial o Ualaa ala) 4y A g slmeY) 2e | quorum organization to conduct business
A8 i samnd )l e ) as sl B gl cauas
snall aelia Akl ) sl ils e Wiy e 8 5138 ) ) | abaxial facing away from the axis of an organ or organism
ey JOW 5 V) Jady 0l 6l A W5 40 Y 3y | aeonian continuing forever or indefinitely
Lo | ol led Gud A s dad gl dailiaia 5l Il Jea ="Y) | backyard the grounds in back of a house
8 55 35350 Jin ¥ (e i e G | Knoll a small natural hill
&S 18 LS 4 s Lo aal e ¢ 28l 561 3 | dictation speech intended for reproduction in writing
51408 Q1) daland) s LA Llle alh Ll U1 180 (bl
3yl Al Layl ansy colaaill g Jla 0 Gl Sl ke § (e sy | beret a cap with no brim or bill; made of soft cloth
= A e a5l Jou Y s s 2l 8 | Gabriel (Bible) the archangel who was the messenger of God
whiskey distilled from a mash of corn and malt and
5399 3,3 (e puai el (e g 68 | bourbon rye and aged in charred oak barrels
a5 T 05y sl lens) e ae puinll el S 314l | adulterer someone who commits adultery or fornication
a conditional conveyance of property as security for
ol el el el (pae Jle anads | Mortgage the repayment of a loan
AalEsl) @AY S 3l ¢ L U Ji) ase 5 (s sl Gkl 3431 | Righteousness adhering to moral principles
e asie 51X ol JE 1S ade | reproach express criticism towards
aSley e il 5l Jlexiedl Jlie e 5 je S5
Jadlly sl alus 58 Jadl) eu_)ﬁ?:ds: BEHY S 1A AT el something (as property) held by one party (the
Rtg) () sed | trust trustee) for the benefit of another (the beneficiary)
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L gl sy Ay 5 S Lgmany A el e A

a group of persons gathered together for a common

delaa saal g clle g alal | assembly purpose
(law) a legal proceeding in which the appellant
resorts to a higher court for the purpose of obtaining
DA el e J panlldilad §f 4 )y ddale ) elaaly) a review of a lower court decision and a reversal of
5 Ganysale ) calls Loayl i g o joudi of Al ol oS the lower court's judgment or the granting of a new
Ol I8 (e 4 5 Sadll | appeal trial
sla¥) ale Aoal) LIS A ja 8 Sy (o3 Hladl | Biology the science that studies living organisms
a well-substantiated explanation of some aspect of
the natural world; an organized system of accepted
Cladiall (o JUESY) 4 &5 ¢ JSEY) p z Yie (s el knowledge that applies in a variety of circumstances
Akl zull J | Theory to explain a specific set of phenomena
primitive chlorophyll-containing mainly aquatic
z) ul;_u\ O 5 s ) leasn Gaai ¥ Al A8l bl (g eukaryotic organisms lacking true stems and roots
[(ESAY s slSihde a5 3,505 | alga and leaves
4_<.1A.\.: e Zadidl | Juerinadl] Jlie e o yo 2SS S (law) the privilege of using something that is not your
Jadlly ol b ged Jadll anay LSS (3l ,Y1 (S 138 AT il own (as using another's land as a right of way to your
ks = sed | easement own land)
b Sl dlly e sale sy Y e 38 | ie be lying, be prostrate; be in a horizontal position
3l Y 38 gl a5 gms sl sl i sall
e sa PP TCENg imbo an imaginary place for lost or neglecte ings
Ok S JSa | limb lace for lost lected th
e sl 2 ke 5t Jae (e L) (B o3 Cansall
el O sl s e Al L A Jlee e sana
ol s A gl Jladll & gane 525 Alaa¥) Sl Q) the excess of revenues over outlays in a given period
ld g paall g a8l e Sl s BN (e Jomns 53 AL of time (including depreciation and other non-cash
o) el e sl ) | Jucre expenses)
S e liall Lol adatiy dibeiall 4 gilE) 2 @l de sana
sclall Laskigailas g | industrial having highly developed industries
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«laiieall g 2lEall (e de gana A Laa SSTELAN & sl
Led Canl g e yiaall 5 lainall LA Lgalain) i g Lei )l
sabe () Lo Jasgn Lo 2ilaall (e Jalii 1A g callaall 82050 fa
Lptadall byl ) iy La s 0l saall 5 a1 jlaal)

a body of religious and philosophical beliefs and
cultural practices native to India and characterized by
a belief in reincarnation and a supreme being of
many forms and natures, by the view that opposing
theories are aspects of one eternal truth, and by a

A8 gaigl) Ao saigll dada) | hinduism desire for liberation from earthly evils
Al ) Jaaill b ) e e s Sue 5l oulaw Jad 3 | resistance the military action of resisting the enemy's advance
S Oiliae G (e (ST 3l 5 8 53 (g Ol s il iny
oA e Jual e a5 gl o) IS pialing o4 e (genetics) the act of mixing different species or
Gl A e b e sl s el S5 (aalSY) (e varieties of animals or plants and thus to produce
Ol Anelly Gl Al J&y il 5 laall 038 e =Wl | Hybridization hybrids
make psychologically or physically used (to
elr— ) gall g JdY) Gmns e lal e Ly 35 3 saill | accustom something)
05 egba 3l e & il e pall ety 63 someone who makes predictions of the future
ol YV 48 2 | forecaster (usually on the basis of special knowledge)
examine so as to determine accuracy, quality, or
Skl 48 U, 3% S s alasdi o 8l 8 | Look into condition
an architectural partition with a height and length
i (el QB 45 V) e 5 Jysh alea oLy (dailal) greater than its thickness; used to divide or enclose
BIEEN Ul 3l 5a (ga & 53 (5 (0 i 3B Al 5 3y shaill | wall an area or to support another structure
Equality before the
Jaa) L0 ALl pidal sall 81 slusall (3883 | law the right to equal protection of the laws
Y Ja )l ged 6l Y 53 Cagaall 32aY) | fool a person who lacks good judgment
flesh of chickens or turkeys or ducks or geese raised
i £1328 aadinaall 43 jidll 5l 45500 ) ghall aad | poultry for food
Can k) A€ aala ) S jall Al o JSYI e daaa 3 )
Ol sals | fatten make fat or plump
& 4 ga 2 i3l e | eulogise praise formally and eloquently
feline mammal usually having thick soft fur and no
4-33 il giad) Aliad (pe (il o) s | cat ability to roar: domestic cats; wildcats
S LSl 483e 4l W Caa g | Bacterial relating to or caused by bacteria
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SN 56K L) ga g Jadlll Sea ol calla s lalial) Jal aie

guestioning a statement and demanding an

Dl | ylaliall 5 4y i Elind 58 ¥)5 46 5l Jlea) Lailll 3 | challenge explanation
Juoal s JUl ) s 55 1 Al e lagy) IS b (o5
el el e BS plals BN Y JAll e
O elall g o )a 3l g sl g | Art the creation of beautiful or significant things
Bl Jaaail 25 il A8Ua Cuvn AWl 4S5 4 g & the doctrine that people's duty is to promote human
e LaY) | humanism welfare
Ot — Agiia Linte s Ll cainy | flex form a curve
Al sy A8l Al (38 5 gl CSlgind aalusal Jasy agas a share of money or food or clothing that has been
il g | lelaaaY ASlgiudl 5 agud) Ll a3l el e Jal s | dole charitably given
Co~ Ji ) e Laad 483X &) | injure cause injuries or bodily harm to
S0 e agaians 4.;54)3\ Jadi s oal) aal b ol g8l an ethnic minority descended from Berbers and
A aall (e aguianys | berber Arabs and living in northern Africa
the persons (or committees or departments etc.) who
(aiiay (pre Jle JOain) g Jaial (el il mici dadla make up a body for the purpose of administering
s il 3 lay) Os@l | administration something
the act of delaying; inactivity resulting in something
Juals A e dal () alalis e Ll Qi Gywaxe | delay being put off until a later time
(biology) a taxonomic group containing one or more
Upad AS jidie el 53 Lgday i (uliaY) e de sans | Family genera
cats; wildcats; lions; leopards; cheetahs; saber-
sl | e s el aud) g Jadll Lgia g and 5l A3 (e Jail) dlusd | Felidae toothed tigers
sl s Gsall | pierce sound sharply or shrilly
Ol sy ol ) jall 5 il sl Lgd i A1 all W yaemd S s
& oS Gl QLI jualaa s 4 pla¥) Bl g 2 5l
Faan ) 33y yal) ) e )l e Y Led i LS (il puladll | gazette a newspaper or official journal
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jaz ju\A‘)AMdiA$,.Akaj \(&SJ.@A \}\b).s.usﬂ ‘\M WAl
aaady aadlSl) e ST i) V) il 5 sl Calladal)

a mineral form of crystalline calcium carbonate;

i g 4l QIS (e apaml) alertig 5 Jasall | Aragonite dimorphic with calcite
Lo STl W asl a5 Ja 5l axdiins oz g 34l Gl (0 of someone whose marriage has been legally
o @l 5l gar DA L5 e OIS (al 2y | divorced dissolved
PN A s e 403 il (33Y A | catapult a device that launches aircraft from a warship
3l sy abea ¢ 28 | Spin cause to spin
a framework of wood or metal that contains a glass
windowpane and is built into a wall or roof to admit
S i) ol apaally AGEAN 330Y | Window light or air
elia s (e ol 4B e el adle s | Shoe U-shaped plate nailed to underside of horse's hoof
el 355 5 Aa) U () 5 jilesall 48 88 g5 el HA e designated paved area beside a main road where cars
Aa i) <Al il | Layby can stop temporarily
a contract between two or more persons who agree
oalasl 38 L, @8lad (3] iy ST ol (padid gSla 4y jlas i | partnership to pool talent and money and share profits or losses
R | BN smd) (8 anall dad e 1,48 Jiy o | Undervaluation too low a value or price assigned to something
sl e () ity LaS day sl 4 oS a0 oy a3 Jal) dand the act of distributing by allotting or apportioning;
g sedd) A) ) Ol Lede an | allocation distribution according to a plan
Jai g 4yl Aadlall (lats 31 A 308l ae ) il de gana relating to or involving ships or shipping or navigation
sl Sy ol &t @bl 5 ¢ siludl | marine law or seamen
Sl Ana Ciial (g 34l | Heal get healthy again
the process of declining from a higher to a lower level
UaA LS i aie (S L () sanll sl manill J a3 | degeneration of effective power or vitality or essential quality
the Arab prophet who, according to Islam, was the
EAS ALY (3 g8 Al 2 o 334 | mohammad last messenger of Allah (570-632)
make ready or suitable or equip in advance for a
i ol 5552 83all 5 5 L8 | fix particular purpose or for some use, event, etc
e 0sS Y ll Aalaad) GSe e Jaidh o6y Gl )l glae headdress that protects the head from bad weather;
s ) a;-uuls aLUa | hat has shaped crown and usually a brim
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Lasial) R s~ | naughty badly behaved
ety Lo o 24 (3,53 S lae) o a4l | like feel about or towards; consider, evaluate, or regard
the action of opposing something that you
alas AY sl Jsill axe | Opposition disapprove or disagree with
something likened to the metal in brightness or
ad o ) 5 Aiad & Lad (5w da ) sl A3 da 18 | gold preciousness or superiority etc.
Aaiie s Line (e 1 ponialle 6 oty of 3 Gl Al
Aslall 5 ) ) a5 | ownership the act of having and controlling property
(law) a legal proceeding in which the appellant
resorts to a higher court for the purpose of obtaining
a review of a lower court decision and a reversal of
lzadll Sl al sy alaiD ) gilal) Leaiay Al the lower court's judgment or the granting of a new
Cadall ] o s Ll (1S 13) (o lall i) | appeal trial
3% 40 8l el e (Blhay (5 ias Ladl dia | cow a large unpleasant woman
someone who sees an event and reports what
2L ale 235 1Y) T, A | Witness happened
SOl aui dsa ) Sl Ao sane e 4dilde GlEde 4SS (ecology) a community of organisms where there are
Anle ASud i Lo A 4yl yie B2 4813 | Food web several interrelated food chains
Le ybalaa Vs oae (YA 02258 4 4 | capacitate make legally capable or qualify in law
s Y sl sed (V) Bk e agd) Juail) 5 g2y (oAl aal someone from whom you are descended (but usually
S 134 55511 | ancestor more remote than a grandparent)
Syl O3l alaxil s | Black total absence of light
Sl iy al g (3 ey ol Y AL | economy frugality in the expenditure of money or resources
BnA Y ol dfige cuilS o) g 35l 258 3 | aeronaut someone who operates an aircraft
the action or reaction of something (as a machine or
EA L dial Lt e ey A8 mllaas | Behavior substance) under specified circumstances
(law) the determination by a court of competent
oSall sbaidll (e 4 ol L 8 | judicial decision jurisdiction on matters submitted to it
L il el o Laplall jaliall de gana chaindll
A Jasaall JSig 0 e 5l S Sl Al Sl QYL
Ay Cuda 48 3 oy | medium the surrounding environment
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W e 5 il s LY Cluss Llaal o5 il Aigal)

the occupation of maintaining and auditing records

EEESA Jae¥! .4 | accounting and preparing financial reports for a business
a number or ratio (a value on a scale of
measurement) derived from a series of observed
facts; can reveal relative changes as a function of
s, s 5 alhall o3¢y alSaly ddasi yo Luldll A48 43S | Index time
& Uil 4pe8 8 Ly ¥ 6f (Lila S | barefoot without shoes on
il Yy dul ol U5 &5 | Appoint assign a duty, responsibility or obligation to
a hand-operated electronic device that controls the
coordinates of a cursor on your computer screen as
O S sl A el A gl e a8 a3 g sl Slead) you move it around on a pad; on the bottom of the
5 all Csaladl A5LE e 53 ga sall 050l | mouse device is a ball that rolls on the surface of the pad
Waala yiu) (Sar () 5 ASlgiisall J sead 3 ja8all (3 gud) daid entitled to the residue of an estate (after payment of
4aiall dagl) T deadll el e g J sl an i | residuary debts and specific gifts)
Y g5 Bhaall s il aa 5 5 488 5 Jaal) (JLLl s
LY ) ’ Al aan ¥ 48 Jas | correct free from error; especially conforming to fact or truth
(?) <Ll sdendoplast: slie Jals 3 sall o 330 sidl
e S (B Al o 330 gl sl el 3 () L3300
Ge Gty 5 ol s Al pall Y1 Jie LBIA)
ksl | 43 S s gy By g SIS 233 gSY), | endoplasm the inner portion of the cytoplasm of a cell
Q\;\ﬁ}géﬁidﬁqw\au)'s@udw\uﬁém\ﬁ
sale 4lE) any ) Al (e dale Lo ada Jag 8 20 ¢ Anladl) an agreement between parties (usually arrived at
ball e e 3 (e | deal after discussion) fixing obligations of each
al elizaill Ugtian S ¢ gus (Hmd oSa jlaaly J5ae padd a public official authorized to decide questions
() Y | Judge brought before a court of justice
ol gLy 4l iy L (s oliatiey Sinall ) e
al elel Cad gl Tpeay W La Ledlasind ol (las Al 46 68 oo payment to the holder of a patent or copyright or
JSall s | royalty resource for the right to use their property
s ze 4 oul L | straight having no deviations
adall il L | materfamilias a female head of a family or tribe
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a republic in central Europe; split into East German
and West Germany after World War Il and reunited in

Ll Lsosl s S4us 5l A5 | germany 1990
A ga sall Aol e A ga gall Ul 4d) Jiiy a3 h | Donee the recipient of funds or other benefits
«X Al aal AN aley Lo il e J°8 3uall s | lie tell an untruth; pretend with intent to deceive
Sl Ly GELY 5 A ey (aidall el | dentist a person qualified to practice dentistry
engaging in the business of keeping money for
savings and checking accounts or for exchange or for
A yeaal) Ciblaall A e Jlia G paall L g (Al Glleall ¢ sense | Banking issuing loans and credit etc.
O el 33 S 1Y) ) Jia ¢ ST gl 0l (g aSay 53))
oSa Al 1 Y (yd yha | arbiter someone chosen to judge and decide a disputed issue
4K Gy Gl aaall ulla e SV aii 35553534 45, ) | Sofa an upholstered seat for more than one person
Jias aaza ol S pdl | raise raise the level or amount of something
pspllll & gl (g la el alaall e sl g ginall A1) Llee | Decalcification loss of calcium from bones or teeth
T ) o S AT 5 5 ) 535 e Leland al ]
A gana al ey g cliall aa 5 LMl Jie ¢(ald1 5 sl Ji) | vector-borne indirect transmission of an infectious agent that
Jal sl ikl | transmission occurs when a vector bites or touches a person
oms ALl g o) S 553 Aalal) Ay add pusl 5 S (S
b adl Jga gl e dalall ) sadl GIX | Palace a large and stately mansion
Ble e sl o il ) suall g o) e 580 i g )
gl alle 8 J8 el ol cldl e sl ol sl Gl the formation of a mental image of something that is
Jual) &) 5 | Imagination not perceived as real and is not present to the senses
CilaaSl o JB iy J 5l e gt A ja gl A 30 Alls
Laliiind) Al e de sal) Clalgia ) Al L sty il
e laaS J gl G La) @l g el g pall g/ 5 o130l (e a state of poor nutrition; can result from insufficient
) PREG | PSPV S US| IPSPRURTYRRRS KA - U L or excessive or unbalanced diet or from inability to
a0 418 Algiuall DLl s 5l gl | malnutrition absorb foods
a person who is entitled by law or by the terms of a
&yl &g @A 4=l s | Inheritor will to inherit the estate of another
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(O Lanl ol (5 e 8l e 3l 238 | downplay understate the importance or quality of
BRNRS W sall e I paie A ) ddee | dechlorinate remove chlorine from (water)
a sheltered port where ships can take on or discharge
BEW | ) JLEY dae Apea 450l i dald e #8400 | seaport cargo
the branch of engineering science that studies (with
, ol Al Gl e JS Al o ad A alall g8 sl the aid of computers) computable processes and
Csmlall dle Clazall 5 dna il ¢l s | computing structures
) ol e dclaall | club a formal association of people with similar interests
i sall 8 e WY ol GA () kall | flying an instance of traveling by air
L il el o Laplall jaliall de gana caindll
@ Ll JSig o e sf il S Al §f iYL
A 448 s 5 | medium the surrounding environment
) 1Y S LY 5 5 sell (e ddith e aaing (3hi any logical system that abstracts the form of
Lgnalill 5 Lgan gl o181 il Hlanll 5 LYY (g0 Yy alSaYI statements away from their content in order to
=2kl Bl dma (il 8l mady 5 | Mathematical Logic | establish abstract criteria of consistency and validity
sla ple < skl a5 | Table food or meals in general
Jxdiall Ol Aime dals g lad) Je o A1V 5 )08 | satisfy fulfil the requirements or expectations of
lalewe Lgnd and Buaa Ay ) iy Q) o) SN s (ecology) the process by which a plant or animal
gl o) il 5 o 1S 5 6 sail lalla | establishment becomes established in a new habitat
go and leave behind, either intentionally or by
Hae Yol 1538 S el g e 20 &5 | Leave neglect or forgetfulness
O i) 3 s J sy iy D) 8 A58 elaa) o ) 5 g 33) enzyme in the intestinal juice that converts inactive
Dl 5 il Aanld Jlad o 5 () (0> st ) | enterokinase trypsinogen into active trypsin
& d2l G Co
¢Uasll ars (e S8 Liany ael g (a8 | prefer like better; value more highly
o Gy Lin ol a5 Y1 (e g 58 g 5581 3l ,e Y ale the branch of anthropology that deals with the
LElBe 5 lee j 55 Lpailbad 5 Al G &) J ual division of humankind into races and with their
L ol 530 arn Ledasy | Ethnology origins and distribution and distinctive characteristics
Gl A siaie ills ¢ 28l | Stand up defend against attack or criticism
(biology) a single-celled microorganism (especially a
LS Al a5 (5 seae (A (88 | monad flagellate protozoan)
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the act of obstructing or deflecting someone's

8 Lo (o5 o Alle) ) 4B e 8 iy alie (3 Cisas | blocking movements
Alari N AN 8 L g 53 e il &) 305 | Depletion the act of decreasing something markedly
a vehicle designed for navigation in or on water or air
5 ) sladl) 8 Salail) 5 s ;00 sl Jaill ddasd 5 US| craft or through outer space
i Agan g0 )5 e e dueel s 3l 5l o 30 & il | trace an indication that something has been present
3 geale JS5 AS) 8 IS ASST g ddi ) Sy prall 538050
Ly ) 1988 ple Cas (oA iy 290 g il g pudll (puSay a software program capable of reproducing itself that
6000 (o SS| & S Gf 2 sall g Uaind 388 e &Y () oS can spread from one computer to the next over a
el 33 92 2dai | Worm network
) give an assignment to (a person) to a post, or assign a
al Lo Ui Jady of L 2al Gl g6 o | assign task to (a person)
Gua iy o) lad) ol 4 Lalis S Jaadl 5 J2dll | sincerely with sincerity; without pretense
A 8 ) g g Wbl Wlay 8 A0l A3k 48 a0 a political theory advocating an authoritarian
e il Aaalia Ledaa ¢ luil) laolee 29191 ale (De hierarchical government (as opposed to democracy
sl Alal yall aills o) 50 39 5 (im g8l Ao s g slaill n g | Fascism or liberalism)
O el 33 S 1Y) ) Jia ¢ ST gl 03l aSay 53)
S ol 13 Y sk | arbiter someone chosen to judge and decide a disputed issue
(Roman mythology) Roman god of war and
Vs i ¥ Al s s hll julludl) sl 4l agriculture; father of Romulus and Remus;
ole &2 | Mars counterpart of Greek Ares
Ob5 | gyl A ge dae 2 g all 85 kil Gl L) oh)) | Birthplace the place where someone was born
SRAM Al 5 CPU (o Adaiall colilall () 35 aSail) 3 50 (computer science) RAM memory that is set aside as
3 e i) (i clla 138 Sy 1 T oo g puia a specialized buffer storage that is continually
it Ladie 5 (SN (e Aglle de s e Jaand (5 Al updated; used to optimize data transfers between
4585 81 UL pasil | RU A8y yha 223505 5 sl aaill Jadiud | cache system elements with different characteristics
the cup-shaped hollow in the hipbone into which the
Al gaill L3l alae Gl )4 i o)l alae 8 jties Ciysad | Acetabulum head of the femur fits to form a ball-and-socket joint
sl gl dsa gl e gz Jlad) 8 S Rl e i) (BRa
a5l kil o il 3 sa 5l 54 a3 | actualization making real or giving the appearance of reality
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e u:@;éqa&\’u'aal;}\‘;ﬁw‘g'&)}\ah S il
& s @Y Gata Ll Jiy s cpalaldl ) sall (355

el duaa aie (sl | develop make visible by means of chemical solutions
(e daald de sane sl g sl bl ade e 5l 1S the type of environment in which an organism or
Je Gl 5 JS (anall Lpaay Aad jall il | Habitat group normally lives or occurs
G g oy 0 Sy Al () 5 Le A g0 ()5S (Al ()
" e i J58 38 dalall 5 | nation the people who live in a nation or country
s Y Laguzamyy ol 43015 gl 5 a3l (e 3 aas 5 the particular day, month, or year (usually according
& )G <l | date to the Gregorian calendar) that an event occurred
a type of networking technology for local area
o 5 5maeS 5 el o il sheall Jalid Al 5l e networks; coaxial cable carries radio frequency
TS iy g ctalal) | glaly o oS0 e 3y a5 4S50 signals between computers at a rate of 10 megabits
RPN bl Glss Ll | ethernet per second
A sl teall 5330 Lial s AN 3522 o) jauall 333)) a muscular sac attached to the liver that secretes bile
;\jéia 55 yall s | gallbladder and stores it until needed for digestion
RN logee &KL | written set down in writing in any of various ways
system of religion founded in Persia in the 6th
century BC by Zoroaster; set forth in the Zend-Avesta;
SV el g i B o ) sl A i) (e b based on concept of struggle between light (good)
s saall oAl ga g Al s cpe oasdll g ¢la 3 58 s | zOroastrianism and dark (evil)
Al palriall llas 4 20as (A dall Jal clalil s
3 ,al sie Jatys JaY) 13 Jela Jdasid ol dal the termination or disintegration of a relationship
Asal da A A liall ddayl ) sl | Dissolution (between persons or nations)
L (Co8l8) 5 3YL £ | needle prick with a needle
Ol 4wl 535 )l | get dressed put on clothes
pleasant or pleasing or agreeable in nature or
Caglal Akl 5kl o | nice appearance
) sal Ao asiy Lale 13 1 1 el IS 33U 5 &350
e Lead el a5 | Rule exercise authority over; as of nations
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ol el gl (8 sl el g Aalial) die 28 ) dades A

the property of having material worth (often
indicated by the amount of money something would

Gl |l g el ) ) 8 Adadiy 30l Andliall 3 ey s3) 54 | Price bring if sold)
<l sl A iy Y ) sl | Static showing little if any change
Lo ST 4l W) ol sl o Sl paiiasy ez 55 4d G e
o @ 5l @ ga DA KA 5 e GIS (el aadiy | single not married or related to the unmarried state
B el A G ym A AN | knowledgeable alert and fully informed
a8s 3513 el Calai | half one of two equal parts of a divisible whole
518k s Asad (e (05S (Blie JS3 8 AL Ale b a plane figure with 5 or more points; often used as an
daad Cuaai b e Ll I | Star emblem
Environmental
Ay Jal 5o Laphall Ll Jlgal el Sl Jals2ll & | Condition the state of the environment
G5h 5k 44le a5 | Collar furnish with a collar
a mixture of mashed malt grains and hot water; used
ENETS aallly Un slaa 3 58 (3 siaal) il (e g sican alada ol | Mash in brewing
B Ll ool Ly e 3 5ad (e a34 6l | consultation a conference (usually with someone important)
a male parent (also used as a term of address to your
Y il Gl e J8 e oY) Al | Father father)
i g alall (e sie Lay 1 5a%e 43 ala 2D 5 5D | Orate talk pompously
‘ Gl 54 Sy il Glsls L=l 315l 4 Jad i
Gl i Tava ol Lo Ll o 5S5 l  jlaill (31530 (3laaiad
4l \eallas | account book a record in which commercial accounts are recorded
8 g la )l Cadli )l 5 caala HUll | ignite cause to start burning; subject to fire or great heat
duad die Lo gead (S gill (o yr dan g ey a2y attempt to find out in a systematically and scientific
Caa Al Al Seay &l | research manner
the act of giving a formal (usually written)
ad Asllay g () 5ldl) asan Jad | Permit authorization
a republic in extreme eastern Africa on the Somali
i gia S AY) OOl 8 aiidy e A5 | Somalia peninsula; subject to tribal warfare
(e Jsia iney Jaxd ey iadal) 5 (3830) (e Gae L | pastry a dough of flour and water and shortening
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Llial | L gand Jlaiaf Sllia (K13 jumala e dailad Jilo gl 2351 | anticipate regard something as probable or likely
bl Juluill e el 75 )8 5l g 8 ) (ga5i dlee
& A gt » 2aiil | Branching the act of branching out or dividing into branches
show or demonstrate something to an interested
(raail) daic Lo e (el 4l JE W | show audience
TSN B\ S EQNS N P VNPT R e TR\ | a hair style that draws the hair back so that it hangs
B G N Aok e oyl S5 85 | ponytail down in back of the head like a pony's tail
Jalay (o oall G553 ae 1l (& i OIS (el U el a square scarf that is folded into a triangle and worn
Bl e S Jisohll | kerchief over the head or about the neck
s aaa (e odlef 23K | Repeat to say, state, or perform again
BN O J 5 Tl ey sl i) & GBI el | March the month following February and preceding April
i 4 M adaa U (a3l S 30 | love have a great affection or liking for
) a5 5 e 51 Lol W DA (e (Bing icie S
ESRPNEN a8l 8 Lgiiaas je jaey | daydream have dreamlike musings or fantasies while awake
someone entrusted to hold the stakes for two or
S g ke Ade g phiedaliaclyd gl dadaia ol add more persons betting against one another; must
il Claal Lo Ao ol &) yals 6 JWE ) (b oS | Stakeholder deliver the stakes to the winner
i el u)u e asdl) (8 el s 5 Jalll 33a the time after sunset and before sunrise while it is
ady il g 4l | night dark outside
3 yall = 8 hall | miss a failure to hit (or meet or find etc)
an assumption on which rests the validity or effect of
Szl aze Loy el ol 5l e 8 liely el da )i | condition something else
/ G an dalal) JaeY) (land padin add sl 5 a8 i
pad Aaldl) LeiSy A ) saills 4l Lenlii | Palace a large and stately mansion
run water over the ground to erode (soil), revealing
clall g5 oaY) e Ju | hush the underlying strata and valuable minerals
E7E aal 4xua ¢ A8l | Redden make red
% L35 alage 84y aSa g olad Y1 A | predestine foreordain by divine will or decree
<l yieY) O el (5 sine sl oauda (il e ) ) 8 | Admission an acknowledgment of the truth of something
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o o2 sl el Aald) b Ball dalia any e Ga

a legal document signed and sealed and delivered to
effect a transfer of property and to show the legal

dablodl 3all 3l o=l | deed right to possess it
Telaa¥) il jdall (e s peniue 8 duadl) sua gl Y the only fertile female in a colony of social insects
s b Leiaga i s ¢ () Jadll s dail 5 Jail) Jia such as bees and ants and termites; its function is to
Ak w=adl | Queen lay eggs
S sall sla Yl o Aaall el e By 3 A ff Aledal o Alee (technology) a process that acts to absorb or remove
ic 4L @l Gl (e Aadal) &) jle eS| Sink energy or a substance from a system
Jie o gualall ) JR0Y) 3 jea) Jaa ol daladind @liSay Jae a device that can be used to insert data into a
Jad jlea & osioSadl sl o mlid) da ) | INPUT Device computer or other computational device
pae Lo il an assumption on which rests the validity or effect of
Olaall el ol il e 8 cliely et a0 | condition something else
a dwelling that serves as living quarters for one or
J i il sall gy e ST 4 el sy Ay e ) JA | House more families
e ke aladall AL 48 aaall () V) andaall 4ndy Lo
aladal) ) i) L zling ) SLY) iBale iS5 60 3 a restaurant where you serve yourself and pay a
—Reals G Jandl (Slal 5 (o ylaadl Jie ddasy | cafeteria cashier
Lagie IS Ll dializla j (30 O dle ) de L) timepiece in which the passage of time is indicated by
Gl e da N ety da )y Laaaad 8 G Legins 5 5 A YL the flow of sand from one transparent container to
Ale i de Ll ool S dell (3 iy s | sandglass another through a narrow passage
Ss2 eV o) 8 iy 3 | bedouin a member of a nomadic tribe of Arabs
BN A5 taly o druae Al dad 8 alzdall wun s | eat take in solid food
Jes A aaa ¥yl ccnlall aa | simple easy and not involved or complicated
uncertainty about the truth or factuality of existence
ERA( ol s | doubt of something
S olaliasg le.lu}%ﬁq u;.d}s.u Crie z W ) alacail g the act of transfering something from one form to
Jstiall ) | plain¥h Al aay ) oY) daag e o d Jagad sa | transfer another
S AN 5 ) geall Ja sall Juai¥) By e 5 ging transmission that combine media of communication
Lili sl oania | Leie ALK A ol de sulaall (33 1) 5 A8 jaid) lailu gl saxia | Multimedia (text and graphics and sound etc.)
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Ciyia Slae W Sk Y sy le e 4S54 | Vote the opinion of a group as determined by voting
A o 5 sl e s gladl s audl | witchery the art of sorcery
& O3 sean) 58 e ol T al V) s padiy Gl
o siae Sliad (5 AN Culaiioaall 3 4055 pa deladinl dlay
s Lo i Aad sad a2 Al ) A2 lpay e D) (aalll)
Ll Juyal) el U 5 alady Le S5 Lelilsy 3apaa 588 S standard formulations uniformly found in certain
RN L | Boilerplate types of legal documents or news stories
ALY e b e g Sl 5 Canll g a5 agall Basas the flat part of a tool or weapon that (usually) has a
Jiad da )l siall | Blade cutting edge
&0 Olabal 5 28l Sl | reside live (in a certain place)
Lol ) (8 pa 558 e Clelud) o g 55 (o s Aol
dels ol Ly yidluls | pocket watch a watch that is carried in a small watch pocket
PN Gl (e axdl ) ghadll sk | cereal a breakfast food prepared from grain
B A aa caniall (58 | firm strong and sure
Jal Gl (Ja ld jeda Al | resolution finding a solution to a problem
Gsleall 5y ga  aldl) S 4y iy SIS 4d ) o gl S an official written record of names or events or
O baie Al gine 3 s a5 ciladlaall o Sea s Lo oSl | registry transactions
e bl e g 8l e alal ¢ sall (sl DA | Front the side that is seen or that goes first
kil eland) & il L) 5 38 S48ih (35584 | spread become distributed or widespread
capital of Mauritania; located in western Mauritania
L piS) g5 Ll se Aae il ) 5 4aale | Nouakchott near the Atlantic coast
i gl aladall 5 AL 48 Lanall o V) andadll 4y Le
aladall ) Gl g lingy 0 (SLY) sale Sy e(p3e a restaurant where you serve yourself and pay a
Coaia s Jaad) (Sl g G laddl Jie Aasy | cafeteria cashier
sharing the feelings of others (especially feelings of
alalad DAY Gaslal 48 jLis | sympathy sorrow or anguish)
(383 Ll 3 (adall 51 | vague lacking clarity or distinctness
loss of hair (especially on the head) or loss of wool or
feathers; in humans it can result from heredity or
hormonal imbalance or certain diseases or drugs and
als Al g il L i sl )11 3.5 )8 Canay =2l ausl | Alopecia treatments (chemotherapy for cancer)
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L el 5 AR5 1500 s 8 o (e Jadll &

puncture

the act of puncturing or perforating




